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> Exercise Purpose & Description
> Past outage issues
> Scope of Exercise

> Measu rgyengs a

> Results
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> Verify ERP outage restoration process &
procedures are current, efficient effective
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Ise Description

cied on weerday evenings
o) Qmoloy@es
storrn sirmulations
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> Substation feeders affectlng 9 substatlons
> 5000 member phone calls simulated

» Mutual aid contacted: availability & ETA
> Implemented Power Restoration Plan

Exerci s_,fe"’béé cription

> Distribution poles “tagg d”'é:with outage
description the day thé; ;,lmulatlon

Outage calls started, pglneers dispatched
Design Engineers foji tags; radioed
information to the OfEcall Supervisor
On-Call Supervisols _éwated the
information, desig EIE] roles and
responsibilities, &g plemented processes
& resources to ESis

efficiently as possib




Past Major Outage Issues

» Inadequate emplioyee respense
> Phone & communication failures
> Computer systemiailures

> SloWw respoense by SUpREervisors te
critical’situations, e.g., U Rdersiaiiing
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Scope of Exercise
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SCOop

Evaluating Outage Magnitude

Measurements:
25% of outages identified — 1 hour.
50% of outages identified — 1.5 hours
75% of outages identified - 2 hours
100% of outages identified - 3 hours

Actual:
25% of outages identified — 44 minutes
50% of outages identified— 1.6 hours
75% of outages identified - 1.9 hours
100% of outages identified — 2.2 hours
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) $jte w/in 90 minutes
> 70% - Crews report@Bpsite w/in 100 minutes

> 100% - Crews report to site w/in 2.5 hours

8y utuaIAi’d crews Wi in &hours
> 15 Total Mutual Ald crews W/In 3 hours o




Outage Management Systern (OMS)

Measurements:
Recorded voice mail describing outage is effective
Accuracy of predicting line devices affected by outage
100% accuracy of phone #s

100% accuracy of computerized maps
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>, Recorded v0| Mragey i :
>/ Accuracx  of £ p;ctm’@ In‘te dewcas affected by outage

[ >-100% atcutacy of phone #s

» 100% accuracy of maps

» OMS performance was 100% accurate .

Software/Computer System Reliability




Dispatch Manual




SCADA

Measurement:

> 100% of remote switching working
o 4tested
e 2 - substation feeders
e 2—down stream devices
Internet access from home

Actual:

> One downstream device had a communication
failure.
o Since corrected

Autematic Vehicle Loecating (AVL)
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Reaxlio/Mogile Phones

Measurement:

> Communications - 10C nsistent throughout
the night \

Actual:

> 100% of mobile phone c@m ication working
g 2 truck radios not workiug corFectIy. '

S aSTnce correcren’ - At

Measurements: |
> Designated line trucks fueled when crews arrije
I,._'-u Ol SINZ ahicle 2leg

hen engineai
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> ALL designated trucks fueled
> 100% of small vehicles fueled
> 100% line truck equipment functional
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Actual:

> 100% of employes

performesBob assigred

Mapping Errors

Measurement:
> 99% of all maps are q G

Actual:
> No mapping €
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Measurerrernt:
All line switc

NS
~

Actual: e
» 100% manual line swit¢hes functional
o« One switch had neremote-comimunication

Distrioution Contingency
Back-feeding Plang

> 100% accurate ancd rlmguomrll -

> Mirrored sysiern model




ortages
'é‘terlal in stock
_,_'rlal in stock

Guaranteed deliveR '70-80 polés wiin 24
hours. (Bell Pole Co. agreement)

- ~ased to stations w/in 1.5 hours of

Jinitial outage

/2 d press release - 100% accurate;

~ // released to stations w/in 2.5 hours of
/" initial outage

> 1st press release —completed & accurate
w/in 1 hour of initial outage

> 2nd press release - completed & accurate

1 w/in 2 hours of initial outage
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WBzpiops in Mne Trucks

Measurement:
aptops are_ 0B wnctional
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\ _':"'__'_“Laptops Were 100% fgnc-ti"onaL




Cr

g%

W Preparedness

Measurement:

~§ 100% preparedness of line crews;
Crews have all personal protective
equipment }Nhen arriyifng on site

T

Actual:
1 "Crew personal protective
equipment (PPE) at 100%

No mapping errors
Phone answererss%n{ficient
All designated trud'\k's fueled

100% of cell phones worked
OMS 100% accurate)
~Electronic Equipment & computers

' performed well e —_—
' > Contingency back feeds accurate
> Employee Availability was excellent
> Employee PPE at 100%

> Response time was excellent




Results - What Went Wel|

> AVL in all vehicles w.'c-fﬁh_ "f__-_’fh:
> All trucks were equippe’t_{%ﬁo‘ols & materials

L—

> No material shortages
> OMS/AVL/SCADA worked +superV|sor homes
» Mutual aid response excellent

Fur

Results -:/1\E/S'r=1§;t Needed Jmouvememr
S AR _
Inadequate number oflog tations for phone
answerers - identified priBrtoe 15t simulation
> Only 1 outgoing phone ling'at HQ in 1stsimulation
> Remote SCADA failed't
> 2 truck radios not workife
> Hand held flashlight shi@rtage

> AMR to two substatio SiFailed to report back
~-Some-cell phone deqﬁ[ﬁs were-noted,
E R N
18 o e g S




Results — Exercise Project Cost

Future Outage Simulation Test

>




Mir résota Valley A EIectie CooperauVe
AVEUSE2S, 2006He1mado

*Tornado hit southern service territory approximately 6:05 PM
affecting 4,600 members (3 miles SW of Cleveland extending
on a 1 mile wide path for 8 miles SW to 4 miles north of
Elysian)

*Approximately 115 distribution poles & 10.5 miles of line
destroyed “h

*The GRE transmission grid lost power; affected 5
substations - T '

Actual Event - Wnat Went Wel|

> Zero mapping errors
> All employees successful in job duties
) 100% of radios & cell phones working
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ases were timely & accurate
> Employeemeals & mutual aid hotel

accommodations were timely: & sufficient
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Actual Event - What Went Well

*Electronic equipment/computer | ned well
*Contingency back-feeds were ac
*Employee availability; excellent
*Phone system & mess ging func

Actual E/emr - \/\/ngu Went Well

3‘%%@m em plo yecsKaas s ISt & ra;t 2
—+5 Supervisors available &'Worki_ng' = -
*AVL to all line trucks working

sAlltrucks equipped with tools & materials




Actual Event - What Went Well

°No rnaterial shortages
COMS, AVL & SCADA -

00% functionel

'l—

*115 poles replaced & 10.5 miles of line rebuilt &
Switched back to normal Wiin-48-heurs

*All-but 8 members’ power restored wi/in 24-iours
*All'members’ power restored w/int46-hours
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Emergency restoration

Eddie Moran, GFR Oklahoma




How to treat an emergency with
FEMA

> Same as Any Emergency.

> Be Prepared

> Enact the Plan

> Track the Costs

> Restoration of Service/System
> Evaluation

BE PREPARED
What, When, Where’s it coming

> Weather Channel

> WWW.Noaa.goV.

» Check early/Check often




BE PREPARED
Prepare accordingly

o Little —
Inform Staff

BE PREPARED
Prepare accordingly

« Big—
Inform Staff

Initiate ERP — Assistance,
Materials, Lodging, Food

Other Requirements —
Communications, Money




BE PREPARED
Prepare accordingly

» Really, Really Big —
Inform - Staff, Media, Consumers
Initiate ERP.
Communications
Pray.

BE PREPARED
Prepare for the unknown

o GO to people (Statewide, etc.)
Labor
Materials

o React




ENACT THE PLAN
Determine Scope ofi Damages

» Follow Developments

« The Larger the Damage, The Greater the
Need for Assessment
Little — Emphasis on Coordination of Crews
Big — Emphasis on Logistics for Restoration
Really Big — Plan, Organize, Implement

ENACT THE PLAN
React Accordingly

o Little —
Get the crews out

« Big—
Organize labor and materials
Communicate to members and public

» Really Big —
Make Plan for Action
Prioritize
Plan for Permanent Restoration
Meet with FEMA




TRACK THE COST

» Work order system
o All costs (separate expense later)
« Cost by county, contractor, etc.

> Construction Work Plan Amendment

> FEMA Infermation
» Categories
o Receipts

RESTORE SERVICE

> Extraordinary Costs
> Emergency Procedures
> Reasonable Actions and Costs
> Limited Time
o Last Service is Restored
» Reasonable Time Frame




RESTORE SYSYSTEM

> Normal Procedures

> Best Practices on Actions and Costs
> Longer Time

> Coordination with FEMA

» Scope of Work
« Damaged by the Storm

> Doing the Right Thing

EVALUATE PLAN

>How did we do

»>How can we improve




Questions?

Thank You!




