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1 Introduction

USDA developed an eGovernment Strategic Plan to establish a comprehensive vision and direction for USDA and its agencies for electronic commerce in fiscal years 2002 through 2006. The strategy was developed to:

· Break down organizational silos by taking a “citizen-centered” view of program and service delivery;
· Avoid redundant approaches and save money by leveraging resources and seeking opportunities to collaborate across USDA agencies and with other Federal departments; 

· Prioritize opportunities and devote resources to those initiatives with the largest impact; and

· Create a sense of ownership and a shared vision for the Department as a means to foster cultural change.

To realize the goals set forth in the strategy, USDA has undertaken several enterprise-wide initiatives.  These include “strategic” initiatives intended to improve the delivery of USDA programs and services, and “enabling” initiatives that provide the underpinning people, technology, processes, and standards to support the strategic initiatives.  Among the enabling initiatives are a suite of technology services and standards called “eDeployment.”  eDeployment gives USDA and its respective agencies the ability to create net-centric applications that enhance program and service delivery according to the goals defined in the eGovernment strategy.  Specifically, eDeployment makes possible the following:

· A consistent and easy to use interface for all online applications;
· The creation, sharing, and management of online content, documents, records, and other electronic media;
· The consolidation and sharing of data; 

· The ability to access information and services by area of interest versus USDA’s organizational structure;
· The ability to leverage existing technology investments; and

· Adherence to legislative mandates and participation in the Presidential Initiatives.
The purpose of this document is to outline the Technical Architecture for the implementation of the enabler initiatives.  The enabler initiatives include:

· Web Content Management; 
· Document Management; 
· Data Management; 
· Portal Services; 
· Web Presence; 
· eLearning; and 
· eAuthentication.  
Please note that although strategic initiatives (such as eLoans and eGrants) will be touched upon in context of how they fit into the enabler architecture, they will not be addressed in detail in this document. 

It is also important to mention that this document is preliminary to the vendor selection, design, and development phases of the enabler initiatives.  Contents of this document may change and evolve in response to additional information, design decisions, vendor product limitation, implementation events and user requirements.
1.1 The Enabler Technology Vision  

The enabler initiatives focus on addressing common needs across the Department.  Once delivered, the enabler initiatives will provide a suite of capabilities that can be leveraged by agency/cross-agency applications and business processes which would have otherwise been developed separately by agencies.  By using components from the enabler framework, agencies can deploy better quality applications quicker and at a lower cost while fulfilling the USDA goal of leveraging IT investments.

Figure 1‑1


 presents a simplified representation of the enablers’ vision.
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Figure 1‑1: eGovernment Enablers


Figure 1‑1

 depicts the current situation.  It illustrates duplication of capabilities across Agency 1 and Agency 2 to address a common technology need.  The right side demonstrates a scenario where the enabler initiatives would facilitate the sharing of components, eliminating redundancies.  Please note that the term “component” refers to any application, group of applications or module of code that is either built custom or uses off-the-shelf software.  The specifics of the scenario are as follows:

Current Scenario:
· Agency 1 builds a system that contains components A and B, which are not specific to the business process of the Agency. An example would be a capability that allows the management of files within a given application.  This capability is generic and is not specific to any business process.

· Agency 1 also builds and integrates Agency-specific component x with components A and B to deliver a complete system that addresses a business need.

· Agency 2 faces a different business problem and builds a system to address its respective business need.  However to deliver a solution, Agency 2 has to build components that are not unique to Agency 2’s business. 

· In addition, Agency 2 builds business specific component y and integrates it with A and B to deliver a complete solution.

Future Scenario:
· In the future scenario, since components A and B are common across multiple agencies, they are offered as eGovernment enablers.  

· Agency 1 would leverage enabler components A and B and integrate them with the business specific component x to address a unique business problem.

· Agency 2 would also leverage component B and integrate it with y to address its respective, unique business need.

· As the eGovernment program matures and more common technology needs are identified, more and more components could be made available to be used cross the enterprise.  In the diagram, components D and E represent future capabilities to be made available to the agencies.

Besides the cost savings and speed to deployment that is evident through sharing of components, as illustrated in the above scenario, common services also promote a more fluid sharing of data and applications across agencies.  This will heighten user experience by allowing the delivery of comprehensive, relevant and timely information and services while enhancing employee productivity. 
It is critical to stress that the eGovernment enabler initiatives recognize that services offered by an agency and the business processes that support those services are greatly varied.  The effort does not envision building a one-size-fits-all solution but rather focuses on addressing common, fundamental needs across the Department. An agency would build its business specific end-to-end solution using the core capabilities made available by the enablers.
1.2 Approach to Define the Technical Architecture

In defining a technical architecture for the enablers, a process was followed to ensure that the architecture suits the functional needs of the department as well as fit in the current USDA technology environment.  The key steps in the process are listed below.  Steps one through four have already been performed as part of the select level business case.

1. Define functional requirements
2. Identify technical requirements
3. Assess current capabilities
4. Create logical architecture

5. Perform vendor selection (software, hardware, application platform, etc.)
6. Outline architecture guiding principles
7. Create physical architecture
8. Continual modification of architecture
Working groups comprised of representatives from multiple agencies collectively identified functional requirements for the enabler initiatives.  Through meetings and deliverable reviews, the working group members refined the list of requirements that will ensure that their respective agency needs are addressed by the proposed enabler capabilities.  These functional requirements served as the most critical input to the development of the enabler technical architecture.  The architecture effort will design a system to address these functional requirements.  In addition to functional requirements, technical requirements were identified to ensure that components of the architecture are fulfilling the functional requirements in “the right way”.  Technical requirements pertain to the inner-workings of a solution to ensure ease of integration, optimal performance, adherence to industry standards, and synergy with the overall USDA technological direction.  

Another activity performed in formulating the enabler technical architecture is an assessment of current capabilities within USDA.  This activity helps identify assets within USDA that can be leveraged in the implementation of the enablers.  The enabler architecture team researched existing agency applications in the areas that pertain to the enablers as well as assessed USDA hosting facilities that may be used to house the solutions.  Based on the results of steps 1 through 3, a logical technical architecture was created.  The logical architecture represents the key components of the architecture and how they interact with one another.   

2 Current Capabilities
2.1 Overview

In designing a new solution, it is necessary to assess the current environment that the solution will be deployed to.  The makeup of the existing technology will drive the design of the solution as well as help identify technology components that can be leveraged.  Some due diligence was performed as part of the select phase business case effort to evaluate the current capabilities at USDA.  This exercise focused on existing applications, hosting facilities, and skill sets within USDA in the areas that the enabler initiatives seek to address.  The results of this assessment were used to shape elements of this document such as execution architecture and hosting facilities.
2.2 Applications

Currently, USDA Agencies are individually addressing the areas of Web Content Management, Document Management, Portal Services, Web Presence, Data Management, eLearning and Authentication.   Agency solutions range from manual processes to custom and third party software.  Although these different applications may be effective in addressing their respective agency’s business needs, they are not shared assets across the Department.  Table 2‑2 provides an inventory of some of the key existing applications in the relevant areas.

Please note that the intent of the list is to provide a sample of some of the major efforts and does not serve as a comprehensive listing of all applications within the Department.

· 
· 
· 
· 
Table 2‑2: Existing USDA/Agency Initiatives
	Category
	Agency
	Vendor/System Name
	Status
	Comments

	Collaboration/ Authentication
	FNS
	Partner Web
	In Production
	

	Content Management
	ERS
	IBM
	Unconfirmed
	

	Content Management
	FS
	Open Market
	Proof-of-Concept
	

	Content Management
	ERS, NASS, WAOB, OC

Contact Agency:  ERS  
	USDA Economics and Statistics System—This system contains nearly 300 reports and datasets from the economics agencies of the USDA. These materials cover domestic and international agriculture and related topics. Most reports are text files that contain time-sensitive information. Most data sets are in spreadsheet format and include time-series data that are updated yearly.  
	In Production
	http://usda.mannlib.cornell.edu


This site is maintained by the Mann Library of Cornell University, and is a collection of databases and periodical reports. Users have the option of viewing online, downloading or receiving text versions of new reports by email.

	Document Management
	CSREES
	FileNet coupled with a TrueArcs Foremost
	In Development
	

	eLearning
	APHIS
	MGen
	Implemented
	

	eLearning
	FS, FSIS
	TIPS combined with Virtual Training Assistant (VTA)
	In Production
	

	eLearning
	RMA (OC)
	MGen
	In Production
	

	eLearning
	NRCS, RDA, FSA, AMS
	I-CAMS (Internet Combined Administrative Management System)
	In Production
	

	Portal Services
	NAL
Partners: http://www.central.agnic.org/agnic/partners/ 
Contact Agency: NAL (Governance Info: http://www.central.agnic.org/agnic/about/)
	AGNIC.org
	In Production
	AgNIC.org - (Agriculture Network Information Center):  AgNIC is a guide to agricultural information on the Internet as selected by the National Agricultural Library, Land-Grant Universities, and other institutions. This portal "crawls" selected government and university web sites for agricultural information

	Portal
	AMS
	Portal Application - Microsoft Sharepoint
e-Works and TruArc
Approve It by Silanis and PrivaSeal by Aliroo for the digital signature
	This project is in production being re-architected.
	www.ams.usda.gov

This portal is used for information dissemination, training, and interactive form use with the public.  The site has an average of 90,000 hits per day.


Currently working on corporate portal for which contract has been awarded. The Corporate Portal is designed to be an inward facing portal that will only be used for AMS employees.  Primary emphasis is workflow and records management.  SI International is working on the contract and selected software is Microsoft's Share point.

The Market News portal is an outward facing portal dealing primarily with market news reports.  The contract was just awarded to Sytel.  The project should start the week of November 18.

	Portal Services
	OC
	Commodity Market Information System
	Business Case Phase
	A one-stop portal for providing Departmental commodity market information to its internal and external customers.


The WAOB has a contractor on board to develop the Select Phase business case, which will scope out the anticipated number of users, collaboration features, users of collaboration features, and implementation steps, including training.  An interagency budget initiative to develop the CMIS is pending in Congress as part of thee FY 2003 appropriations process.

	Web Presence
	FSIS
	Microsoft Sharepoint
	Approved
	This is a Web Redesign project starting in 11/2002.



2.3 Network


USDA’s current telecommunications network is comprised of numerous overlapping Agency networks that connect at major Internet access points operated by the Office of Chief Communications Officer (OCIO). 

The enabler teams will work in collaboration with the UTN team to define a telecommunications architecture that suits enabler initiatives. The collaboration of efforts will reduce time and overall cost of implementation.  Some telecommunications assets are already in place and will be leveraged wherever possible.  The eDeployment team will continuously assess the need for additional telecommunications components to cater to the growing user population as the initiative moves from the Early Adopters to enterprise-wide.   Please refer to the enabler initiatives’ Telecommunications Plans for more details.

2.4 Facilities and Operations

The eGovernment team performed an evaluation of existing hosting capabilities within USDA.  There are three primary hosting facilities within USDA: National IT Center (NITC), Service Centers, and agency hosting capabilities.  These hosting facilities currently house all of USDA’s business critical applications. Capabilities that will be deployed to support the enabler vision will leverage a combination of all three types of facilities to ensure maximal performance and availability of the systems.  Since the Enablers effort serves all USDA agencies, it is of the utmost importance that all selected hosting sites adhere to all terms of the service level agreement specifics.  The assessment effort has thus far focused on research as well as a site visit of a NITC facility.  Further site visits are planned to evaluate the Service Center and agency computing environments.

2.4.1 
NITC

The primary NITC hosting facility is located in Kansas City, MO.  NITC is a fee for service organizations that caters to both USDA and external clients.  The facility provides some core services such as storage, physical security (biometrics), redundant power supply, backup power generators and network connectivity.  NITC is currently supporting 659 applications collectively at its centers. A majority of these applications (61%) are being hosted at the Kansas City and Washington D.C. locations.
Figure 2‑4-1 provides a high level architecture of the NITC Kansas City data center.
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Figure 2‑4-1: NITC Data Center Architecture 
The NITC data center hosts mainframe as well as midrange servers running all major Operating Systems (S390, HP UNIX, SUN Solaris, Linux, Windows).  NITC is also vendor agnostic on the application level supporting all major databases (Oracle, SQL Server, DB II etc) as well as web servers (Web Sphere, Apache, IIS etc).  A large Storage Area Network (SAN), Backup & Recovery services and a near-line tape solution (StorageTek) are additional critical services that help NITC deliver value to its customers.  
2.4.1.1 Maintenance

NITC provides application support services such as database administration and web administration services as well as support for new releases of agency and Department applications. Operating System, Hardware and database upgrades also fall within the scope of the services offered by NITC.

2.4.1.2 Tape Management

NITC uses IBM’s Removable Media Manager (RMM) to handle tape management functions. RMM provides automated functions such as: 
· Tape initialization, extraction, and expiration processing; 
· Management of tape movement and retention throughout the life cycle; 

· Recording of dataset and volume information; and 
· Management reporting.

NITC’s configuration of 165 tape drives consists of model 5580, 4490, 4670, and 9490 drives. The tape library managed at the NITC facility totals approximately half a million tape cartridges and 100 round reels. NITC also operates two StorageTek Automatic Cartridge Systems with a total capacity of 11,000 cartridges.
2.4.1.3 Storage Management

The Storage Area Network (SAN) leverages a Veritas Storage Management Solution, a Silkworm 380 Fabric Switch, HITACHI 9960 storage devices, and a StorageTek Nearline Tape.  NITC continuously performs Direct Access Storage Device (DASD) administration on all DASD volumes and associated datasets.  It currently provides 14.1 terabytes of online space through the use of Redundant Array of Independent Disks (RAID). The NITC DASD specialists administer online space requirements of over a million datasets.

NITC uses specific DASD pools, specialized software, migration, back-ups and utilization reports. Some of the specialized software used by DASD administrators is as follows:

· Performance solution by Softworks: a performance product that reduces VSM import or load time (ad CPU cost);

· Partitioned Data Set Extended (PDSE): a component of IBM’s DFSMS system-managed storage software that reduces or eliminates the need to compress PDS-type datasets;

· DFSMShsm by IBM: the dataset migration tool used to migrate unused datasets to tape. Incremental back-ups are also performed with this product;

· ASTUTE by ASTCO: primarily used for reporting on migrated datasets;
· DFSMSdss by IBM: used to perform full volume DASD back-ups and restores; also moves datasets between DASD pools; and

· Ca-Extended /DASD: provides automatic compression of space in VSAM datasets.
Two StorageTek Powderhorn Automatic Tape Libraries provide 7x24 access for up to 11,000 tape cartridges without manual intervention.
2.4.1.4 Backup
DASD datasets are backed up for the purpose of dataset restoration at NITC’s computer center. Backup activities include the following:

· Incremental backups: Backups of new or updated DASD datasets are taken nightly. Backup tapes are kept on-site in the tape library.

· Weekly/monthly full volume backups: Backups of all DASD volumes are accomplished on a weekly and/or monthly basis. (Retention for monthly back-ups is no longer.) Full volume backups are used at the NITC and are kept off-site (but can be recalled whenever needed.)
· ABARS backups: IBM Aggregate Backup and Recovery Support (ABARS) software is used for NITC disaster backup and recovery. NITC customers are responsible for determining the applications saved and the frequency of these backups.
2.4.1.5 Disaster Recovery
To ensure continued service in the event of disaster at any of its centers, NITC has developed contingency plans. NITC uses the ABARS software to backup critical data and applications. NITC and its customers continually participate in testing the Contingency plans and conduct “hot site” exercises.

Part of NITC service includes helping customers develop and maintain their ABARS code. The back-up tapes are produced when these procedures are executes and stored in a safe, off-site location, away from the Center’s tape library.

During an actual disaster recovery (or as practiced during the contingency “hot site” testing), the following procedures are used to quickly restore customer processing:

· First the NITC production operating system is restored using center-produced back-up tapes.

· Next, customers are given access to the hot site computer system to recover critical applications that have been previously backed up and taken to an off-site location for storage.

· NITC personnel are available through the duration of the “hot site” tests to assist customers in restoration of data.
2.4.1.6 Help Desk / Technical Support
NITC provides wide-ranging help Desk and Technical support to its customers. The support services include application support and documentation. Apart form these support services; the USDA Centralized Help Desk (CHD) provides help assistance to users across the country.  The country is divided into three sections for the purposes of administration. The three help desk locations are as follows:
· St. Louis, MO;
· Kansas City, MO; and
· Ft. Collins, CO.
2.4.2 Service Centers

Service Centers provide application-hosting facilities for the following USDA Agencies: 
· Farm Service Agency;
· Rural Development; and 
· Natural Resource Conservation Service. 
The Service Centers have an operating system specific infrastructure that includes network servers at each Service Center, desktop and portable workstations, peripherals and other related equipment, and modern commercial software.  
The Service Center Modernization initiative has developed a Service Center vision that will furnish the primary tools for connecting and sharing information about customers and programs as well as implementing re-engineered business applications to enable the Service Center of the future. Figure 2‑4‑2 illustrates the Service Center vision.
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Figure 2‑4‑2: Service Center Vision 
Components of the enabler solutions may be hosted at the Service Centers to ensure optimal performance and high availability.  Technology and operations infrastructures that are currently in place at the Service Centers will be leveraged for the eGovernment components that are housed there.  The Service Centers also have an Interoperability Testing Lab, which will be used to ensure that all the eGovernment components to be hosted in the Service Center locations are a fit for the Common Computing Environment (CCE).

2.4.3 Human Resources

In addition to technical infrastructure and operational services, NITC and the Service Centers have resources available covering a wide range of skill sets.  Some of the relevant skills within these organizations include: 

· Storage Management Solution administration

· Telecommunications Services

· Tape Management functions

· Contingency Planning 

· Disaster Recovery

· Service Center Common Computing Environment Architecture

· Network administration

· Windows NT, UNIX, AS/400, IBS S390, SUN Solaris, DB2, SQL Server, Oracle

· Database and applications design and development

· Oracle, Sybase, Informix, System 2000, RDB, Microsoft Access, dBASE IV, and R:BASE 

· Database and Website development and integration (e.g., Cold Fusion, NetDynamics) 

· COBOL, Fortran, C, C++, Pascal, Perl, Java, Java Script, Motif 

· Oracle Designer and Developer 2000 
· Integration and testing across multiple platforms 

· IBM/MVS, AIX, X Windows, MS Windows and Windows NT 

· IBM Mainframe, UNIX Workstations (IBM RS/6000, SUN, HP) 

· Honeywell Bull, Data General, DEC VAX 

· 
· 
· Database administration and application maintenance and support
· Help Desk 

· Website development and management

· 
· Site and page design and development 

· Requirements analysis 

· Development of site/page standards 

· Website backup 

· Usage reports 

· Database and Web technical documentation 

3 Proposed Architecture 

3.1 Overview

The following sections address the proposed architecture to be used to bring the enablers vision to fruition. This section provides multiple views of the proposed architecture. The logical architecture depicts the different enablers and how they fit together. Based on the logical architecture, the physical architecture will be developed. As noted earlier, this architecture is based on information that is currently available.  It is expected that throughout the vendor selection, design and development phases, contents of this document will change and evolve in response to additional information, vendor product limitations, implementation events and user requirements.
3.2 Architecture Drivers

Before delving into the actual implementation approach, it is helpful to note the key drivers that were considered.   These drivers dictate the nature of the final architecture.

Suitability - The Architecture must be suitable for the business environment in which it is running. This simply pertains to fulfilling business requirements, assessing the suitability of the Architecture to the business requirements. This is becoming more complicated, since the business requirements that the architecture should support often change significantly from the time of architecture design to full production.

Performance – Performance refers to the ability of a system to deliver the intended capabilities within the specified application response time.  
This may require infrastructure to perform with stress from large volumes and sudden traffic peaks.
Resilience - Resilience is the ability to cope with problems gracefully, as opposed to failing at the smallest error.

The Internet exposes applications directly to customers. With an internal audience, users can be trained to deal with exceptions and system deficiencies.  However, with external users, the luxury of training the users is limited.

Studies have shown that users often experience slow response, security concerns, inaccurate records and even site crashes.  In the future environment, 24/7 error-free operations and graceful problem handling will be a necessity.
As with performance, if the customers are not able to rely on the solution, the enterprise will soon be out of customers.
Interoperability - Interoperability is ensuring that all parts of the system work together.

It is becoming more common to assemble a solution from components provided by multiple vendors. It is also likely that one or more project teams will have built additional components onto the Technology Architecture.

All components of the system must smoothly integrate. Failing to address interoperability issues will reduce the ability to run, maintain, and extend the architecture. In order to meet the changing needs of the enterprise, system components also need to be interchangeable. EAI techniques have proven successful in achieving interoperability between multiple packaged systems in an online environment.

This requirement emphasizes the need for strong architecture skills and proper testing.

Availability - The  Architecture must be able to support the application on a full 24/7 schedule.

Opening access to enterprise applications through the Internet typically extends the availability requirements. It is important to distinguish between two types of availability stoppers:

· Planned availability stoppers (such as maintenance activities); and 

· Non-planned availability stoppers (such as unpredicted hardware or software malfunctions). 


Increased availability comes with a price tag. Its benefits may not be worth that price. Having applications offline for a short period during early morning hours might be a realistic way to handle backup and other maintenance operations, compared to the added complexity and cost of 24/7 availability. 
Security -The Architecture must support the correct level of security. Security is a critical driver at USDA due to concerns such as privacy and national security.
Scalability - The Architecture is scalable if it can be changed to meet an increase in business volume. Scalability is possibly the most relevant of all performance issues at USDA, as the scope of the deployed solutions will grow as more Agencies sign-on.


Scalability can be either vertical or horizontal:
· Vertical scalability is the ability to increase the power of a particular hardware component to support growth (for example, adding CPUs, RAM, cache, disks, etc. to a server). Vertical scaling offers quick solutions to many scalability issues, but the law of diminishing returns means that there is always a level at which simply adding more hardware has very little effect. 

· Horizontal scalability is the ability to increase the number of parallel hardware components to support a particular part of the architecture (for example, introducing a new application server or database server). 

Scalability is not merely an up-front design issue. Since it is often impossible to estimate the take up of the solution, it is imperative to build proper measurement functionality into the application to collect actual statistics. Ensuring scalability through a full system life cycle not only accommodates database and user community growth, but also ensures that system changes don't affect scalability adversely.

Agencies will get ramped up gradually as well as number of applications that leverage the framework will increase over time.
Flexibility - Flexibility is the ability to change the Architecture quickly to meet new business requirements. 
 Enterprise Application Integration (EAI) is a common framework for integrating end-to-end business processes and data (information) across disparate applications to increase the organization's ability to respond and adapt to change. EAI techniques offer flexibility at the infrastructure level through simplified interfaces and loose coupling between integrated applications.

Equipment - The equipment supporting net-centric computing and enabling eCommerce can be classified as follows: 
· Terminal devices (client), such as personal computers, mobile devices, interactive TVs, and kiosks;
· Network (access channel), such as network (Internet) access point, routers, modems, and firewalls; and
· Server devices, such as web servers, application servers, video stream servers, authentication and authorization servers. 

As a general rule scalability, performance, and reliability should be the prime focus areas in sourcing network and server equipment. The capability may instantaneously reach an incredibly large audience, so the equipment must be able to handle the potential high volume of customers at peak times.

Competency - Developing and maintaining the appropriate levels of competency is a great challenge for any eCommerce capability. 

Developing the right mix of skills through training and recruiting is not enough. Special attention must be paid to retain the skills that are highly valued in the market in USDA, and anticipate turnover.

An eCommerce organization also has to ensure that it has the managerial and architectural skills needed to master the various components of Technology Infrastructure to support the eBusiness.

The need to develop more specialized Technology Infrastructure skills in-house depends heavily on the adopted business models and the roles of alliances and partners. Alliances and partners can help ensure that the right mix of competencies is available through shared resources. 

In the analysis, development and continued refinement of the enabler architecture, the above drivers should always be considered.  

3.3 Logical Architecture
The enabler logical architecture depicts key components of the different initiatives and how they fit together to offer a suite of capabilities in unison.  The physical dimensions of the architecture such as location, quantity, hardware, software and network are not addressed in a logical architecture.  The physical architecture provides a representation of those elements while the logical architecture focuses on the functional components and how they interact.

3.3.1 Conceptual Model
In delivering service to citizens, employees and partners, agency and enterprise applications would orchestrate capabilities available in the different layers of the framework.  Figure 3‑3-1a provides a simple depiction of the flow of information between the different layers: presentation, business logic/application and data layers.
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Figure 3‑3-1a: Information flow in a three-tiered architecture

Note: In reading the diagram, user interaction flows from the top of the layered diagram to the bottom.  Inversely, data travels upward through the different layers of the framework. 

Figure 3‑3-1b shows a conceptual model representing the different tiers of the proposed enabler solutions and how they interact with existing and planned components.  Components in the presentation layer deal with user interface tasks, the business logic/application layer contains the components that perform processing logic, and the data layer is comprised of data repositories.  This figure shows enabler components, strategic eGovernment components, existing and future agency applications, data repositories within and outside USDA and support components that will sustain the enabler and strategic eGovernment initiatives.  
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Figure 3‑3-1b: Overall Conceptual Model

There are three layers in the conceptual model:

· Presentation Layer;

· Business Logic/Application Layer; and

· Data Layer.

The various components within the model interact with one another within and across the different layers.  The components of these layers are described in detail below:

Presentation Layer

Web Presence/UI
The Web Presence component is an eGovernment enabler initiative that seeks to implement a consistent User Interface across all USDA web pages and web-based applications.  Currently, both internal and external USDA applications do not have a uniform look and feel.  The Web Presence initiative proposes the creation of enterprise wide look and feel standards and the introduction of user interface best practices for USDA sites.  This will enhance ease of use of USDA applications as well as create an online identity for the Department. Often neglected in traditional systems development, user interface design becomes a barrier to customers using an application effectively or using the application all together.  Although the USDA standards will seek to establish a baseline for all applications, they will also provide leeway for agencies to design applications that reflect their unique identity and target audience.

Business Application Layer

Portal
A portal is a term that is often loosely used/misused.  A portal integrates application systems, knowledge systems, and content in a centralized place for a targeted audience.  There are several categories of portals based on purpose and target audience:

· Public Web Portal - The portal concept was mainly inspired by the success of publicly available websites, such as myYahoo! These sites exist to provide easy-to-use and attractive services to members of the public, and are usually based on a search and/or navigation system to help surf the Web. Although basic in functionality compared with most other portal types, public portals have helped to set expectations about important portal functionality, such as personalization.

· Enterprise Portal - An enterprise portal provides personalized access to information about a particular company. These are sometimes called corporate portals. Some enterprise portals are created to assist company's business partners - suppliers and customers - while others (often termed intranet portals) exist for the benefit of the company's employees. An enterprise portal that can be personalized to provide information to both internal and external offices - a 'complete' enterprise portal - has significant potential for achieving economies of scale for deployment and management, compared with deploying separate portals.

· Workspace Portal - The key requirement for a successful workspace portal is to increase the effectiveness of employees by improving the reuse of intellectual capital within the organization. For example, a workspace portal could help consultants in a service company to locate reusable information for a proposal, or it might provide collaborative space for a team working to deliver a project, or even provide price and competitive information for a sales team. Workspace portals are sometimes called knowledge portals.

· Market-space Portal – Market-space portals exist to support business-to- business or business-to-consumer eCommerce. Key success factors for this type of portal are software support for the eCommerce transactions and more complex functions like supporting group discussions with vendors and/or buyers.

Based on the depth of the content that a portal covers, it can be classified as a vertical or a horizontal portal.  While the content of a horizontal portal covers a broad range of areas, a vertical portal focuses on a narrower spectrum of subjects but covers them at greater depth. The enabler portal services initiative seeks to create the capability that will allow USDA and its agencies to create different types of portals to address both enterprise-level and agency specific needs by aggregating applications and data sources.
Web Content Management
Content management tools greatly simplify web application creation and maintenance tasks while improving the quality of the site.  Solutions employ features such as templates, workflow, version control, and collaboration to eliminate processes that were traditionally manual, inefficient and often compromised the quality of the application.  The Web Content Management initiative proposes the introduction of enterprise content management capabilities that can be leveraged by agency and cross agency applications.  Time to deployment of agency applications will be greatly reduced with the implementation of this initiative.

Document Management
Document Management refers to the applications and process that enable the sharing of documents and other electronic assets within an enterprise.  By employing features such as metadata management, workflow, publishing, searching, and collaboration, document management reduces the re-creation of document assets within an organization resulting in improved product quality, shared knowledge and collaborative efforts.  The Document Management initiative will provide enterprise document management capabilities to reap the benefits of asset sharing.

eLearning
The eLearning initiative will introduce a learning management/learning content management system that will be used across USDA agencies.  Course management, student management, performance evaluations, reporting, and a host of course delivery vehicles will be available to agencies to create targeted, business specific learning experiences for their employees and customers.  

Strategic Initiative (e.g., eLoans)
The eLoans initiative is a Strategic eGovernment initiative that seeks to automate and centralize the loan processes that are common across Agencies.  Since this is a Strategic initiative, it will not be addressed in detail within this document.

Agency & Inter-Agency Applications
The agency and cross Agency application components represent existing and future agency applications that will interact with the different Enabler components.  These applications may or may not be delivered to the user through the portal component.  The decision to deliver an application through  www.usda.gov or any other portal would be based on the nature of the portal and the targeted use.  For example, an agency application may use the Web Presence and eAuthentication components, leverage Web Content Management capabilities and extract content out of a shared database repository as well as an external content source.  These agency and cross-agency applications are business specific solutions that leverage tools provided by the different enabler initiatives.

Digitop
This component represents an instance of an agency/cross agency application that would use the framework. The Digitop application is a tool that enables USDA employees to access external research content services.  With the introduction of the enabler components, the Digitop application could incorporate relevant internal content with external search results to provide the user with more comprehensive content.

Content Aggregation & Application Integration
The content aggregation and application integration component is a piece that enables the linking of different applications and content repositories.  This layer will allow applications to access services and content (structured and unstructured) that exists across USDA.  A generic integration framework and universal indexing capabilities will promote universal access to application functionality and content. This is a key capability that will reduce development time of applications while allowing agencies to deliver better service to their customers.   Security controls will be built-in to ensure that the sharing of content and application services is appropriate.

eAuthentication
The eAuthentication initiative proposes user authentication, single sign-on and digital signature capabilities that can be leveraged by all agencies.  The process of authenticating a user is necessary across most USDA applications and thus it is a good candidate for an enabler initiative.  This component will validate a user’s identity prior to the user gaining access to a desired application.  Although authentication of the user’s identity will be addressed by the new eAuthentication capability, user authorization, which dictates the different application features that a user has access to, still falls within the domain of the application.
Data Layer

Content Distribution
Due to performance, security and other considerations, centralization of content is not always the ideal scenario.   The content distribution capability will allow the distribution of content to the most ideal location in order to ensure best performance of applications.

Enterprise Web Content
The enterprise web content component represents content that is managed through the web content management component.  Note that this does not mean that the content is centrally stored.  This component represents a virtual repository of web content managed by the web content management component.

Enterprise Document Content
Much like the enterprise web content, the enterprise document content represents a virtual document repository that contains unstructured content managed by the document management solution.

Shared Database Content
As the concept of shared capabilities evolves, there will be cross Agency applications that will share database content.  These repositories would be things such as data warehouses and database of records for existing data elements as well as new data that may be needed to support functionality of shared application.  Shared database repositories will reduce data redundancy and promote data integrity.  Data Management standards and policies, over time, will enhance data quality and reusability. 

Agency Database Content
This component represents databases owned by and house agency specific structured data.  Contents of agency specific databases will be more shareable through the content aggregation and application integration component with appropriate considerations made for content security.

External Content Source
The external content source component represents external data sources such as web sites and reference repositories that may be leveraged to provide comprehensive information to the user.

Data Management
The data management initiative specifically addresses data sharing across database repositories by promoting consistency of data elements and database models.  By establishing standards across the disparate repositories and providing hands-on database design and development services, over time, the Data Management initiative will promote fluid data flow between applications and minimal data redundancy.

3.3.2 Use Cases
An agency application would orchestrate different components in the conceptual model to deliver a business specific capability.  The three scenarios include
:  
· An agency creates an internal web-based application using eGovernment enabler components.
· An agency creates publications that are sent to print and searchable through a portal.  This application would make use of the enabler components to minimize redundancy.
· An agency leverages the enabler capabilities to create a workgroup Portal to enhance employee productivity. 
Scenario 1
Figure 3-3-2a illustrates a scenario where an agency creates an internal web-based application using eGovernment enabler components.
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Figure 3‑3-2a: Scenario 1
Scenario 2:
Figure 3-3-2b illustrates a scenario where an agency creates publications that are sent to print and searchable through a portal.  This application would make use of the enabler components to minimize redundancy.
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Figure 3‑3-2b: Scenario 2
Scenario 3:
Figure 3-3-2c demonstrates how an agency would leverage the enabler capabilities to create a workgroup Portal to enhance employee productivity. 




Figure 3‑3‑2c: Scenario 3
3.3.3 Logical Architecture

The logical architecture takes the conceptual model and breaks out each enabler component into its technology fragments.  The technology fragments represent essential pieces of the system such as Web Servers, Application Servers and Databases.  The logical architecture also communicates how these technology fragments relate to one another and to other enabler initiative components. The physical dimensions of the architecture such as location, quantity, hardware, software and network are not represented in the logical architecture.  The physical architecture provides a representation of those elements while the logical architecture focuses on the makeup of the components and how they interact with one another.
Figure 3‑3‑3a depicts the overall logical architecture for the eGovernment enabler initiatives. 


Figure 3‑3‑3a: Overall Logical Model
A user will access USDA Portals, Agency applications, Document Management, Content Management or eLearning through the Internet (via firewall) or Intranet.  If the application being accessed subscribes to eAuthentication then the user is required to provide a username and password for authentication.  Once the user has been authenticated, a token with the user’s information is sent to the requestor application.  The application being accessed will then determine the proper authorization level of the user for accessing the different features within that system.  eAuthentication also furnishes the added capability of Single Sign On.  Once a user has been successfully authenticated for a given system, the user will have access to all systems based on the eAuthentication profile. The user will not be challenged to authenticate again to access another application during the same session.

The Content Aggregation and Application integration pieces play a key role in the logical architecture.  Content from the Document Repository, Web Content Repository, agency and cross-agency applications can be accessed ubiquitously through the content aggregation capability.  Indexes form the different repositories are propagated to the central Content Aggregation server. Integration between enabler components as well as enabler components to Agency web based and legacy applications is facilitated through the Application Integration Component (EAI) server.  Future agency applications can also leverage the integration architecture to create linkages between other applications. 

Portal

Figure 3‑3‑3b shows the Portal Logical Architecture.  As compared to the conceptual and overall architecture, Logical architecture is a detailed view depicting the development, staging and production environments and the relationship between Portal and other enabler components.

Portal Production Environment

The Portal Production Environment houses the live/runtime environment.  This is the environment that is accessed by the portal end-users and will be available 24X7 to ensure the accessibility of USDA programs and services. Citizens, employees, and USDA partners will be the primary users of the production environment.  This environment will contain the following:
· Web Servers; 
· Application Servers; and
· Database and Media Servers.
Other components may be a part of this environment depending upon Agency/Department requirement and vendor selection results:

· Collaboration Servers;
· Workflow Management Servers; and 
· Indexing Servers.  


Portal Development/Configuration Environments

The purpose of the Portal development environment is two-fold.  First, the solution must integrate with other components of the architecture. This is an ongoing effort as the portal architecture grows horizontally adding more content and services.  Second, the portal development setting provides an environment for developers to configure the portal software and perform custom development.  Developers, testers, and administrators will be the primary users of the portal environment.  

The Portal development environment will consist of: 
· Web Servers; 

· Application Servers; and

· Database and Media servers. 
Other components may be a part of this environment depending upon Agency/Department requirement and vendor selection results:

· Collaboration Servers; 

· Workflow Management Servers; and 

· Indexing Servers.



Portal, Application/Load Testing Environment

The Load Testing Environment provides a close-to production environment to enable tests of the load functionality for the Portal solution.  It is advisable to make this environment similar to the production environment to accurately simulate the behavior of the application in production. 
 Application testers will be the primary users of the portal application/load-testing environment.


Figure 3‑3‑3b: Portal Logical Architecture

Web Content Management

Figure 3‑3‑3c displays the Web Content Management Logical Architecture.  Unlike Portal Services, a separate production environment has not been depicted for Web Content Management.  This is on the premise that the Web Content Management solution is used to administer web content that is then delivered through various mediums like the Portal, regular websites, wireless channels and other applications. 

Template/Content Development Environment

The template/content development environment consists of the web servers, databases, media servers, and Storage Device. The activities performed in the development environment include the creation of the templates for web pages and content uploading.  Template development is an activity performed by technical users.  Content developers, on the other hand, are functional users who use the templates to populate site content.  

Content Staging Environment

The content staging environment provides a work area for developers, content managers, content developers to view the composite picture of the template and content as developed in the development environment.  This environment can also be leveraged for application testing.

Load Testing Environment

The Load Testing Environment provides an area to test the behavior of the Web Content Management System under high volume, effectively allowing the application development team to tune and modify performance to ensure the optimal response time.  


Figure 3‑3‑3c: Web Content Management Logical Architecture

Document Management
Figure 3‑3‑3d shows the Logical Architecture of the Document Management solution.  To simplify the diagram, only the production environment is provided.  Similar to the Portal and Web Content Management solution, environment customization, application testing, and load testing are critical to the success of Document Management.


Figure 3‑3‑3d: Document Management Logical Architecture 

3.4 Physical Architecture

The Physical Architecture represents hardware, software, network and other physical components that are integrated to deliver a capability.  The Physical Architecture is greatly dependant on vendor products selected through the vendor selection process.  Identified vendor products will drive the nature and number of hardware components, location of hardware, nature of software components, and software integration considerations.   REF _Ref26166091 \h 
 Figure 3.4.1a through Figure 3.4.1c REF _Ref26166105 \h 
 provide generic physical architectures for the different enabler initiatives.  These architectural diagrams have been composed to aid conversations around implementation alternatives during the business case process and are not intended to be used as final architectures for implementation.  Once a vendor has been selected in all the different areas, the physical architecture will be revisited to create a scheme that can be used as a guide for implementation.  There are three different Architectures that are addressed in the following sections.

3.4.1 Execution Architecture 

An Execution Architecture is the technology infrastructure that houses the production version of a given application.  Requests sent by end-users are handled by components in the Execution Architecture.  Since it houses the production code, the Execution Architecture has to be reliable, perform well, scale and be highly available.  For the purposes of Figure 3-4-1a REF _Ref26166091 \h 
 through Figure 3-4-1c, NITC has been depicted as the primary hosting facility.  However, business case phase and design phase decisions may determine an alternative location to provide primary hosting services.  In addition to the primary hosting facility, instances of enabler components will reside at other locations such as service centers and agency facilities.  Every component of this architecture is redundant which will ensure maximal availability.  Load balancing servers ensure that traffic is fairly distributed across multiple instances of a given application.  The Storage Area Network provides high volume and speed storage capabilities within the execution architecture.  Please note that although one machine is depicted per component, components may support multiple machines in practice.  In addition to the core web, application and databases servers, some of the additional components are:

· Multi Media Server: This server will be used to stream audio and video for Portal and other Agency applications;
· 
· Enterprise Application Integration (EAI):  This server will enable the connectivity of enabler solutions to one another as well as legacy systems;
· Enterprise Index Server:  This server will create and store Department level as well as agency and cross-agency indexes that can be used by authorized applications;
· Reporting Server:  Reporting server will be used to collect and report on usage metrics information; and
· Firewall:  Firewall infrastructure available in the different USDA hosting sites will also play a critical role in the enabler physical architecture.  


Figure 3‑4-1a: Portal Physical Architecture

Figure 3‑4-1b: Web Content Management 


Figure 3‑4-1c: Document Management


3.4.2 Development Architecture

Development Architecture refers to the technology infrastructure and tools used for the creation and modification, application testing and load testing of a solution.   The Development Architecture supports the initial development and configuration of an application as well as continued enhancement in an isolated environment without impacting users in the production environment.  The hardware and software makeup of the Development Architecture will be similar to that of the Execution Architecture to ensure consistent behavior of the application during development, testing and production.  The Development Architecture is comprised of three primary environments:
· Development Environment;

· Application Testing Environment; and
· Performance Testing Environment.
Development Environment
Application developers create, modify, configure, and integrate an application to meet user requirements within the Development Environment. Custom coding of components, vendor software integration, and template development are some of the primary activities that are performed in the Development Environment.  The software components of the Development Environment will be identical to those of the Production Environment.  The hardware specifications of servers in the Development Environment will be significantly less than those of the servers in the Execution Architecture.  In addition, since customers do not use the Development Environment, load balancing and fail over are not necessary features.  Multiple software components can also be loaded on the same server to save costs (for example, the Web Server and Application Server software could reside on the same physical machine).  A typical configuration of a Development Environment is depicted in Figure 3-4-2a below:




Figure 3-4-2a: Development Environment
Application Testing Environment  
After configuration and coding of application components, the software is deployed to the Application Testing Environment to verify that it meets all user requirements.  Testing within this environment occurs prior to the initial deployment of the solution as well as to support continual modifications.  Similar to the Development Environment, the Application Test Environment does not support load balancing and fail over features.  However, unlike a Development Environment, different software components that are inconsistent to the configuration of the Production Environment should not be loaded on the same server.  This will ensure that the behavior of the solution during testing will be similar to the behavior once deployed to production.  Since performance is not tested within the Application Test Environment, the hardware specifications are lesser than those of the servers in production.  A typical configuration of an Application Testing Environment is depicted in Figure 3-4-2b below:



Figure 3‑4-2b: Test Environment
Performance Testing Environment  
Once a solution has been verified in the Application Test Environment to meet all functional requirements, it will be deployed to the Performance Testing Environment.  This environment ensures that application performance/response time is at the acceptable level when in use by a high volume of users.  Tools to simulate large number of user requests are leveraged in the Performance Testing Environment.  The makeup and server specification within the Performance Testing Environment would ideally be identical to that of the Execution Architecture to ensure that load testing results adequately reflect behavior of solution at high usage within production.  Figure 3.4.2c displays the Performance Testing Environment.


Figure 3.4.2c: Performance Testing Environment
3.4.3 Operations Architecture

Operations Architecture is a combination of tools, support services, procedures, and controls required to keep a production system up and running efficiently. Unlike the Execution and Development Architectures, its primary users are the system administrators and the production support personnel. It includes components such as: 
	· Job scheduling
	· Hardware management

	· Software distribution
	· Performance monitors

	· Error monitor
	· Startup / shutdown procedures

	· Data backup and restore
	· Report management tool

	· Help desk
	· Disaster Recovery

	· Security administration
	· Network Monitoring Tools

	· Cross Platform Management Tools
	


The framework in Figure 3.4.3 shows the different components of a typical Operations Architecture.  

Figure 3.4.3: Operations Architecture Framework

Component Categories & Components - These are depicted in the middle and upper right element of the framework diagram.  The categories shown represent a logical grouping of technology components based on industry drivers or interdependencies of the components.  The six component categories are:

· Operations Integration Architecture Components

· Network/Systems Management Components

· Solution Availability Components

· Service Management Components

· Configuration Management Components

· Physical Site Management Components

Operations Data Architecture – This is depicted on the left side of the framework diagram.  This represents where and how operations data will be stored, how it will be accessed and by whom, where it will be used, and how will it be distributed.
Operations Execution and Development Architectures – This is depicted along the bottom of the framework diagram.  It represents the environments in which operations architecture components are developed, deployed, and operated.

The eGovernement effort will leverage the existing Operations Architecture that currently exists within the different hosting centers.  Please review Section II: Current Capabilities for additional information on operations services provided in these USDA facilities.  Stringent service level agreements will be created and used to ensure operations-related services meet agency requirements.

3.4.4 Legacy System Integration

Legacy System Integration or also referred to as Enterprise Application Integration (EAI) is a model for large-scale systems integration that involves managing complexities of architecture, technologies and people. The purpose of introducing the concept of EAI in this document is to address the need for integrating the enabler solutions with one another and with other legacy applications.  
The application integration component of the proposed architecture aims to create a framework to support initial integration of the enabler solutions as well as continued integration of agency and cross-agency applications to enabler components.  A typical EAI framework contains the following layers:
· Business process management layer;

· Application connectivity later;

· Transformation and formatting layer; and
· Communications and middleware later.
Business Process Management Layer

The Business Process Management layer is responsible for the definition and management of cross-application business processes across the enterprise and/or between enterprises.  Business Process Management services enable the communication of not just data, but also of the business process context of the data being sent to another application.  The Business Process Management layer provides for:

· Centralized visibility and control of multi-step business processes traversing multiple applications;
· Real-time analysis capabilities;
· Workflow-like coordination of multi-step processes; 
· Transactional control; and
· Process state information maintained to support rollback processes.
Application Connectivity Layer

The Application Connectivity layer provides reusable, non-invasive connectivity with packaged software (e.g., ERP and third party best-of-breed solutions) and custom legacy systems enabled by reliable, event-driven messaging.  This connectivity may be provided through adapters that are either uni-directional or bi-directional.  The direction is determined by whether the adapter can perform both read and write functions to the target application (bi-directional) or if separate adapters are required for the read and write functions (uni-directional).  The Application Connectivity layer provides:

· Pre-built application adapters to packaged systems;
· Custom adapter development kits;
· Connection managed to and from source application; and
· Connectors to common technologies such as ORBs, support for CORBA, EJB, etc. 

Transformation and Formatting Layer

The Transformation and Formatting layer is responsible for the conversion of data, message content, and syntax to reconcile the differences between data from multiple heterogeneous systems and data sources.  This layer is responsible for maintaining the message information structure and meaning in a format that can be comprehended by another application.  The transformation and formatting layer supports:

· Message protocol transformation;
· Syntactic translation of one data set into another. (Example: translation of date formats); and
· Semantic translation of data based on underlying data definitions or meaning. (Example: conversion from the English system to the metric system).
The data transformation and formatting components of an EAI solution are the most visible components of the overall architecture.  It is most often used when developing or modifying interfaces.  Consequently, ease of use of the development environment should be a strong consideration when investigating this layer of functionality.
Communications Middleware Layer

The Communications Middleware layer provides the architecture to facilitate data transport and routing according to data content and context.  These services provide the connection among disparate resources, as well as security, queuing, and functionality to reconcile network and protocol differences.  The communications middleware layer includes:

· Flow of messages among applications;
· Synchronous and asynchronous communications;
· Routing of messages to applications based on message subject and/or content; and
· Services via message brokers, ORBs or message queues.
Although many types of data exchange are available today (batch, messaging queues, API, TCP/IP), most vendors stress that EAI must provide robust, "real-time" messaging architecture (note:  "real-time" as used in this context is typically defined as asynchronous, near real-time communication with a group of systems at the instant of a business event - it is not bi-directional synchronous communication).  In many instances, these solutions also incorporate a publish/subscribe messaging interaction model, which allows new applications to be added transparently to the enterprise. 
As part of the Physical Architecture, the enabler effort will define a flexible application integration framework.  This framework will allow the integration of enabler components as well as communication within agency web-based and legacy systems.

3.4.5 Security

Security is a measure of the proposed system’s ability to resist and deny service to unauthorized attempts while providing service to the legitimate attempts.  With customers, vendors, business partners, and suppliers accessing the internal resources of USDA, the USDA system becomes potentially vulnerable. The main goal in securing information is to maintain Confidentiality, Integrity and Availability of the information.  A breech in the information security can put the enterprise resources at risk, liable to legal action, financial loss and loss of trust.  Please refer to the Security Plan business case documents for more detail.

3.5 Performance Measures
Performance measurement is an iterative and continuous process that is used to determine and gauge system performance against established or industry benchmarks. The following performance measures need to be tested and established for the eDeployment architecture:

· Scalability;
· Availability;
· Security;
· Response Time;
· Operational Costs;
· Usability; and
· Functionality

As the initial step to the performance measurement process, benchmarks will be set for all the performance criteria listed above.  These measurements indicate the acceptable level of performance of the enabler components in the different criteria.  Once benchmarked, the solutions will be assessed on an ongoing basis to determine if the set benchmarks are met.  These performance benchmarks are also inputs to the vendor selection and hosting service service-level agreement processes.  Solution and hosting service providers have a large impact on whether performance goals are met and will be held accountable if not met.  

Agency rollout
4 
Once the enabler solutions have been customized, configured, tested and deployed to the designated hosting centers, agencies can begin rolling on to use the services offered.  The enabler effort will have skilled resources available to provide support to agencies as they adopt the new services.  There will be two primary types of agencies as it relates to use of the enabler services:
· Subscriber agencies; and

· Hosting agencies.
4.1 Subscriber Agencies
The majority of agencies will fall into this category.  These agencies will utilize the common hosted (multiple location) instance of the enabler applications to address their Web Content Management, Document Management, eLearning and Portal related needs.   In this scenario, some of the activities that may be performed by the agency in preparation for roll out are:

· Define and document agency specific workflow around document, content and records creation and management;
· Define agency specific taxonomy;
· Assess and identify content and versions of content that will be used and managed through the enabler tools;
· Define agency application look and feel within the restrictions of standards created by the Web Presence initiative;
· Identify agency users, roles and permissions; and
· Design agency Web Content Management templates within the restrictions of standards created by the Web Presence initiative.
Once the above steps are performed by the agency, the enabler personnel would assist the agency in activities such as configuration and data migration that have to be performed as part of the roll on.  This option results in the least cost to the agency, as all the alterations required are configuration to accommodate the newcomer agency.

4.2 Hosting Agencies

The Hosting agency option will be offered to agencies whose business needs require custom coding and application integration that is unique to that agency.  This option is necessary because the enabler effort focuses on addressing shared agency needs but also recognizes that there are unique requirements that may not be met by a common solution.  The enablers will still provide the core capabilities to these agencies.  However, the agency will have to create custom code, integrate and host an instance of the enabler solutions with the exception of eAuthentication (always a centralized service).  This will allow maximum flexibility of the solutions to address unique agency needs without impacting the greater number of agencies using the core services.  Hosting agencies will still benefit from leveraging services offered by the enabler solutions and don’t have to reinvest in duplicating them but will simply extend on them.  However, this option is more expensive for an agency to build and maintain.  
The enabler effort will provide expert resources to assist the agency in the customization, implementation and support of the customized enablers.  Customizations to the enabler solution must be performed within the bounds of enterprise guidelines to ensure forward compatibility with new releases of the enablers.  In addition to the preparatory activities that have to be performed by the Subscriber Agencies, Hosting Agencies would have to execute activities such as:

· Identify unique requirements that require custom coding and application integration;
· Design modifications to the enabler solutions;
· Identify/Procure hardware and hosting facility;
· Build and test customized solution; and
· Deploy and maintain customized solution.
5 Impact Analysis

This section of the document touches on the impacts of the enablers on the existing USDA environment. It also provides the impacts of other USDA enterprise-level initiatives currently in planning and design phases.
5.1 Organizational Impacts
The shift to enterprise services will introduce change management and organizational considerations within USDA.  The Department will take a collaborative approach to building and maintaining the shared services.  Please refer to the Overview - Concept of Operations business case documents for more detail.
5.2 Impact of Enterprise Architecture 

5.2.1 
eGovernment efforts and the EA will continually interact and reinforce each other.  As a key planning and risk management tool, USDA’s EA will be the essential mechanism for ensuring that USDA’s eGovernment initiatives are coordinated with the Department’s current and future information and IT-related activities.  This effort will ensure that returns on federal dollars and the Department’s eGovernment efforts are maximized.

5.3 Impact of eGovernment

The enabler initiatives are at the core of the eGovernment Program. The enabler technical architecture must support as well as integrate with current and future eGovernment initiatives.  The proposed architecture surrounding the Enablers – Portal Services, Web Content Management, Document Management, Web Presence, Data Management, eAuthentication, and eLearning - are inline with concepts of the EA at both the Department and Agency levels.  The architecture is also designed to work effectively with all eGovernment strategic initiatives.
5.4 Impact of Cyber Security Architecture

USDA’s Cyber Security Architecture is a critical component of the eDeployment initiative.  The security architecture in development will be standards-based and adheres to an operating principle that ensures the protection of assets, continuity of operations and delivery of services.  The security architecture for eDeployment should adhere to the standards as specified by Cyber Security Architecture.  The Cyber Security Architecture is impacted by the security requirements of the eDeployment enablers.  Portal Services, for example, has the potential of making available all USDA applications and information to the public at large.  
The objectives of the Cyber Security Architecture include the following:

· Installation of filters, firewalls and monitoring devices to improve the Department’s ability to detect and prevent intrusion; and  
· Positioning of security technicians to provide constant monitoring and reporting of suspicious or potentially damaging network traffic.
OCIO’s new Cyber Security Architecture initiative will include:
· Analyzing the current USDA business requirements, IT environment, and security controls to establish a baseline of current security needs.  The baseline will include identification, authentication, authorization, access control, encryption, confidentiality, infrastructure protection, distributed enterprise, non-repudiation, electronic signature;
· Researching the commercial market for products that meet the security needs of USDA;

· Developing a security solution selection methodology that will allow USDA to match business and security needs with the appropriate technology; and
· Establishing a security architecture maintenance device that allows USDA to catalog or evaluate new security products using standardized criteria and other features in managing and updating the security architecture.

The eDeployment initiative must leverage the cyber security architecture to save time and effort in developing an architecture and security framework consistent with the EA.  Being consistent with the cyber security architecture means following the guiding principals for authentication and access control in addition to employing environment components, security controls and baseline technologies.  The eDeployment team may also use the Enterprise Architecture Management System (EAMS) repository, subject to approval, to share the results of the Cyber Security Architecture effort.   

5.5 Impact of Universal Telecommunications Network (UTN) Initiative

The Department has begun a project to design and implement a robust telecommunications network that provides scalable, reliable, secure, cost effective 24/7 services to enable USDA agencies to meet Departmental missions and goals for serving their customers.  This effort, the Universal Telecommunications Network (UTN), will service all USDA agencies as part of the Department’s IT Enterprise Architecture.

The UTN initiative is dependent on the emerging EA.  As the EA is developed, it will enable the analysis of emerging business and technology requirements to determine the telecommunications requirements.  The technical characteristics of the enablers will provide input to the development of these requirements.  Concurrently, the enablers will incorporate the services offered by UTN in order to be consistent with the EA.  Therefore, it is imperative that the eDeployment team works in tandem with the UTN team to dialogue on the existing knowledge of the telecommunication requirements and contribute the responses to the evaluation of the established network.
The UTN project objectives include:

· Provide the foundation telecommunications network capacity and stability to ensure quality service to citizens and customers for attainment of Departmental and agency mission goals.
· Ensure business requirements drive telecommunications service requirements.  Prepare today for the service and support requirements of tomorrow.  

· Provide best value telecommunications service to USDA offices and agencies enable rapid introduction of best business practices within the Department.  

· Implement a secure enterprise network infrastructure that protects USDA information, safeguards the physical network, and ensures continuity of operations.

· Provide continuous monitoring and proactive network services, support and casualty response.

· Introduce telecommunications network planning and management tools for USDA leaders to use for decision-making and providing strategic direction to the world-class industry telecommunications service partner.

· Establish a telecommunications Service Level Agreement framework for service performance parameters and billing for services used. 

The Department will engage world-class industry partners to implement and operate the network. Baseline services will be centrally provided for all agencies and offices to maximize the collective buying power of the Department and maximize the value of the telecommunication solutions.  As the business case and investment opportunities dictate, support services will be available to Agencies working under the UTN project to facilitate the migration to enhanced telecommunication services. 

The UTN management process is a model for other enterprise IT initiatives.  In addition to Federal and departmental regulations, the UTN project manager is complying with the provisions set forth by the Executive Information Technology Investment Review Board (EITIRB) regarding the participation of the Telecommunications Advisory Council (TAC) in the process for proceeding with project phases. To operate the UTN, the plan includes establishing a UTN Utility Board composed of senior technical representatives of major USDA telecommunications stakeholders. The UTN Utility Board will work closely with OCIO in recommending business rules and evaluating the performance of the UTN by comparing actual metrics to established goals.

5.6 Impact of Information Collection Process

USDA agencies collect a significant amount of information from citizens.  Before this information may be collected, agencies must receive approval from the Office of Management and Budget. USDA has a process in place by which it reviews agency requests to collect information, and is planning to use that process as a means to reduce duplicative or unnecessary collections. 

The Portal Services initiative is the prime candidate within the Information Collection Process. With offerings such as personalization, the portal will collect a large amount of user information.  The collected user metrics, include the pages most visited by the user and time spent on each page provide, will enable the system to provide more relevant information to the user.  The Document Management initiative also presents similar challenges and opportunities when collecting information on time spent on a document and documents most visited.

The enabler initiatives must follow the information collection and collection approval processes as established.  The enabler initiatives’ teams must continuously track any policy and process changes to incorporate into workflow and update information collection guidelines at the solution level.  Using Enterprise Architecture Management System (EAMS) as a tool to analyze data collected by the Department, the team must also understand the purpose and functions of the EAMS, including how the enabler initiatives’ data layer should interact with the EAMS data layer.  Familiarity with the data layers will enable USDA to reduce duplication, and to determine where information is collected effectively.  

5.7 Impact of CPIC Processes

The Clinger-Cohen Act (CCA) of 1996 has three strong focus areas: capital planning and investment control, enterprise architecture, and the resources to accomplish these processes.  The target goals of the CCA include:

· Establish an EA that includes its current and target states,

· Establish a systematic Capital Planning and Investment Control (CPIC) process to manage the IT investments,

· Use the EA and CPIC process to maintain the current architecture and to build the “to be” architecture,

· Use costs, schedule and performance goals to monitor and mitigate risks, and 

· Continuously update and manage the EA and CPIC to improve success.

The CPIC process as implemented at USDA is a structured, integrated approach to managing IT investments.  It ensures that all IT investments align with the USDA mission strategic goals and business needs while minimizing risks and maximizing returns throughout the investment’s lifecycle.  The CPIC relies on a systematic Pre-Select, Select, Control, Evaluate and Steady-State investment life-cycle process to ensure each investment’s objectives support the mission, business and architecture needs of the Department.

Oversight of the CPIC process in the management of IT investments is through the Executive Information Technology Investment Review Board (EITIRB), which is chaired by the Deputy Secretary, and the Executive Working Group.  These councils determine the IT direction for USDA, and ensure that agencies manage IT investments with the objective of maximizing return to the Department and achieving business goals. 


The enabler initiatives are currently in Select Business Case phase.  As the initiative moves to the next phase, the team will modify CPIC processes to align with USDA architecture policies and requirements.  Investments will be periodically evaluated to ensure that they adhere to the EA principles and standards, and the EA future direction. Specific evaluation factors include:

· Does this investment conform to the EA goals and objectives (interoperability, resource sharing, potential for reduced costs, sharing processes and information, and timely and comprehensive support for managers); and comply with the current EA principles and standards?

· Is a credible migration plan (for data, applications, and legacy system phase-out) from the existing to the proposed environment presented?

· Are detailed management plans in place describing how this investment will be supported, maintained, and refreshed to ensure its currency and continued effectiveness, including a training and awareness plan for users and technical staff?

· Is an asset management process(es) in place to inventory and manage this new asset (investment) from a property management perspective, to provide configuration management support, and to monitor system performance?

In addition to the annual review of major systems, OCIO manages an IT acquisition approval process that integrates with the tiered CPIC process.  The IT acquisition approval process is the mechanism by which the OCIO monitors and reviews programmatic IT spending.  
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
As the components for proposed eDeployment architecture are selected and developed, acquisition approvals will be based on compliance with CPIC processes.  

5.8 Impact of Service Center Modernization Initiative

The goal of the USDA Service Center Modernization initiative is to provide a Common Computing Environment (CCE) for the service center partner agencies including: 
· Farm Service Agency (FSA);
· Rural Development (RD); and 
· Natural Resource Conservation Service (NRCS). 
The ultimate vision of the initiative is to transform the business of partner agencies to improve productivity and customer service.  This can be accomplished by establishing:
· Common Information Technology (IT) investment strategy;
· Common telecommunications capability;
· Common office automation tools;
· Common administrative applications; and 
· A common IT support organization.

Components of the eGovernment program that will reside at the Service Center locations will leverage these infrastructure investments being made through the modernization effort.   A robust telecommunications infrastructure, common agreed-upon policies and procedures and helpdesk are a few aspects of the Service Centers that could be leveraged. 
6 Risk Mitigation
The enablers provide a promise of increased efficiency and ease of use.  The scope of the services addressed by the enablers is broad and presents a number of risks. These risks can be classified as follows:

· Financial Risks;
· Technical Risks;
· Operational or Business Risks;
· Legal & Contractual Risks;
· Organizational and Change Management Risks;
· Data & Information Risks;
· Privacy Risks;
· Schedule or Project Resources Risks; and 

· Security Risks.
This document will address project risks along with a proposed mitigation strategy.  Please refer to the enabler Risk Profile – Risk Management Plan business case documents for more detail.

· 
· 
· 
· 
· 
· 
Table 6‑a: Risk Table

	#
	Area of

Risk
	Description
	Risk

Priority
	Occurrence


	Level 

of Control
	Mitigation Strategy 

	1. 
	Technical
	Complexity of interfaces with other systems is underestimated
	1
	Critical
	Internal and External
	Control
· Predefine interface protocols that work between disparate systems

· Leverage early adopters of systems we select

· Define standards using industry protocols

· Define integration requirements

· Conduct ongoing assessment and evaluation based on early adopters

· Prove solution would integrate through ‘Proof of Concept’ 

	2. 
	Technical
	Other enabling technologies are not implemented in time to support the solution
	1
	Critical
	Internal and External
	Control

· Enforce Departmental coordination of all interrelated enabling “Smart Choices” to deliver required content management taxonomies, unified web presence, document management, portal services and others
· Prioritize the enabling technologies

	3. 
	Technical
	The solution does not deliver usable and useful services 
	1
	Critical
	Internal and External
	Control

· Document lessons learned from early adopters

· Conduct iterative user acceptance and usability testing

· Ensure solid and concise business requirements

· Provide a system to collect and track concerns and ensure that these are addressed

· Conduct a prototype implementation

	4. 
	Technical
	The solution cannot support the required volume of use
	2
	Critical
	Internal and External
	Avoidance
· Choose a solution that has the ability to support more than the estimated volume

· Choose software that is scalable and extensible

Control

· Complete ongoing stress testing on the solution to ensure that it will scale

· Provide load balancing
· Conduct phased development

	5. 
	Technical
	Project team lacks technical expertise required for successful implementation
	3
	Moderate
	Internal and External
	Avoidance

· Define technical expertise in advance of determining team

· Screen and select deployment staff with expertise in all functional areas

· Provide training

· Select staff with prior experience in similar project

· Use resources with overlapping expertise

· Select vendor with good technical support

	6. 
	Technical
	Solutions are out of date when delivered due to advances in technology
	3
	Moderate
	External
	Acceptance
· Incorporate technology upgrades/“just-in-time technology” as available and keep close watch on standards and other changes in industry

Control
· Conduct impact analysis of technologies 

· Select a solution that incorporates industry open standards

	7. 
	Operational / Business
	Users are not able to use the system proficiently
	1
	Critical
	Internal and External
	Control

· Ensure system is flexible and customizable

· Ensure the system is integrated with existing suite of tools to decrease user learning curve

· Conduct usability and user acceptance testing as products are developed

· Provide timely and modularized training and extensive education (both online and in person)

· Conduct marketing effort to educate both internal and external users

· Choose a solution that provides FAQ, help centers, and online real-time customer support

	8. 
	Operational / Business
	Inadequate estimation of maintenance and/or enhancement resources required to operate the solution 
	2
	Moderate
	Internal and External
	Control

· Use early adopters to predict required maintenance and/or enhancements

· Account for extra maintenance time in the schedule

· Utilize other agency experience

Avoidance

· Utilize fixed cost contracts with selected vendors

	9. 
	Schedule / Project Resources
	Time required for business process re-engineering could exceed estimates
	2
	Moderate
	Internal and External
	Control

· Incorporate business process changes early in the project plan

· Conduct project monitoring and identification of potential schedule impacts so that corrective measures can be taken

· Prioritize the processes that will be implemented in order of importance

	10. 
	Schedule / Project Resources
	Time required to rollout the solution could exceed estimates
	2
	Moderate
	Internal and External
	Control
· Set realistic expectations and manage those expectations

· Conduct periodic review and reevaluation of the project plan 

· Offer incentives (and penalties) to ensure timely completion

	11. 
	Data / Information
	Erroneous deletion, destruction, or degradation of the integrity, validity, and/or authenticity of information.
	3
	Moderate
	Internal
	Control
· Select solution with valid workflow processes and standards for deletion or destruction of content or documents

	12. 
	Security


	Unauthorized users gain access to data, content, or documents stored in the solution
	2
	Critical
	Internal and External
	Control
· Involve USDA Cyber Security Office and agency level security office in design and review of solutions

· Continuously review and update the Security plan
· Instill accountability to Program Managers

	13. 
	Security
	Roles and responsibilities related to the solution are improperly administered
	3
	Moderate
	Internal
	Control
· Involve USDA Cyber Security Office and agency level security office in design and review of solutions

· Continuously review and update the Security plan
· Instill accountability to Program Managers


7 Next Steps

This document has been developed in the eGovernment select business case phase.  As the enabler project moves forward, further details of the technical architecture will appear.  The architectural deliverables will then serve as inputs to implementation.  Below is a high-level list of the next steps in the enabler architecture and implementation effort.
· Perform a vendor selection process based on the business and technical requirements;
· Select the solution vendor(s) in the different areas of the solution architecture;
· Define architecture guiding principles;
· Design the physical architecture; and
· Implement the enablers and agency roll-on.

Please refer to the enablers Business Profile – Project Plan for more details on project activities.
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Figure 3.0: Overall Logical Architecture
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An agency 3 creates and manages the pages of the Workgroup Portal using the Web Content Management system.





To ensure good application response, Content Distribution component will be used to propagate the static and dynamic pages to distributed locations.





Access to Agency and cross Agency applications will be offered to the user through the Portal.  The Application Integration components enable the linking of applications.





Search capability across different, heterogeneous data/content repositories will use universal indexes provided by the Content Aggregation component.











Employees create documents using a desktop publishing tool.





Employee logs into the Document Management system. The system calls on eAuthentication to authenticate the user.





The Document Management System adheres to Web Presence standards.





A Document document is ingested into the Document Management system.





A Document document reference is added to the enterprise index via the Content Aggregation/Application Integration piece.





A Citizen citizen performs a search through a Portal to find publication.





An Employee employee searches for the latest version of the document through Document Management system and sends to print.











The agency application would adhere to the User Interface design standards as defined by the Web Presence initiative





Web content management capabilities are used to initially deploy the pages of the application as well as for continual maintenance





The application logic requests Authentication services from the eAuthentication component





Data is extracted and used from the Agency’s Database repository which has standardized data elements as defined by the Data Management Programinitiative
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� US Department of Agriculture, NITC – Storage Management, added 6/1/01, Internet, � HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html" ��http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html�


� US Department of Agriculture, NITC – Contingency Planning, Disaster Recovery, added 6/1/01, Internet, � HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_cpdr.html" ��http://ocio.wip.usda.gov/nitc/txnitc_service_cpdr.html�





�PAGE \# "'Page: '#'�'"  ��Adam, please provide more information here. Manny said that you will be talking about how eDeployment will change the way USDA conducts its business in the Concept of Operations document. We need to get that in here.
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