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1 Introduction

USDA developed an eGovernment Strategic Plan to establish a comprehensive vision and direction for the Department and its agencies for electronic commerce for the years (FY 2002-2006). The Plan was developed to:

· Break down organizational silos by taking a “citizen-centered” view of program and service delivery; 

· Avoid redundant approaches and save money by leveraging resources — seeking opportunities to collaborate across USDA agencies, throughout the Department, and with other Federal departments (including Presidential Initiatives under the auspices of the Office of Management and Budget (OMB); 

· Prioritize opportunities and devote resources to those with the largest impact; and

· Create a sense of ownership and shared vision for the Department as a means to foster cultural change.

To realize the goals set forth in the Strategy, USDA has undertaken several Department-wide initiatives.  These include “strategic” initiatives intended to improve the delivery of USDA programs and services, and “enabling” initiatives that provide the underpinning people, technology, processes, and standards to support these strategic initiatives.  Among the enabling initiatives are a suite of technology services and standards called “eDeployment.”  eDeployment gives USDA and its respective agencies the ability to create net-centric applications that enhance program and service delivery according to the goals defined in the eGovernment strategy.  Specifically, eDeployment makes possible the following:

· A consistent and easy to use interface for all online applications, 

· The discovery, sharing, and management of online content, documents, records, and other electronic media, 

· The consolidation and sharing of data, 

· Accessing information and services by area of interest versus USDA’s organizational structure,

· The ability to leverage existing technology investments, and

· Adherence to legislative mandates and participation in Presidential Initiatives.

The purpose of this document is to outline the Technology Architecture plan for the design and implementation of the eDeployment initiatives.  The eDeployment initiatives are:

· Web Content Management; 

· Document/Record Management; 

· Portal Services; 

· Web Presence; 

· Data Management; and
· Collaboration
Please note that this is a business case phase document.  It should be expected that through out the continuing vendor selection, design and development phases, contents of this document may change and evolve in response to additional information, design decisions, vendor product limitation, implementation events and user requirements.

1.1 The Enabler Technology Vision  

The enabler initiatives, which encompass eDeployment, focus on addressing common needs across the Department.  Once fully delivered, the enabler initiatives will make available a suite of capabilities that can be leveraged by agency/cross-agency applications and business processes which would have otherwise been developed by agencies separately.  By using components from the enabler framework, agencies can deploy better quality applications quicker and cheaper fulfilling the USDA goal of maximizing on IT investments.


Figure 1‑1
 presents a simplified representation of the enablers’ vision.
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Figure 1‑1: eGovernment Enablers


Figure 1‑1
 depicts the current state of affairs.  It illustrates duplication of capabilities across Agency 1 and Agency 2 to address a common technology need.  The right side demonstrates a scenario where the enabler initiatives would facilitate the sharing of components, eliminating redundancies.  Please note that the term “component” refers to any application, group of applications or module of code that is either built custom or uses off-the-shelf software.  The specifics of the scenario are as follows:

Current

· Agency 1 builds a system that contains components A and B, which are not specific to the business process of the Agency. An example would be a capability that allows the management of files within a given application.  This capability is generic and is not specific to any business process.

· Agency 1 also builds and integrates Agency-specific component x with components A and B to deliver a complete system that addresses a business need.

· Agency 2 faces a different business problem and builds a system to address its respective business need.  However to deliver a solution, Agency 2 has to build components that are not unique to Agency 2’s business. 

· In addition, Agency 2 builds business specific component v and integrates it with component B to deliver a complete solution.

Future

· In the future scenario, since components A and B are common across multiple agencies, they are offered as eGovernment enablers.  

· Agency 1 would leverage enabler components A and B and integrate them with the business specific component x to address a unique business problem.

· Agency 2 would also leverage component B and integrate it with v to address its respective, unique business need.

· As the eGovernment program matures and more common technology needs are identified, more and more components could be made available to be used cross the enterprise.  In the diagram, components D and E represent future capabilities to be made available to the agencies.

Besides the cost savings and speed to deployment that is evident through sharing of components, as illustrated in the above scenario, common services also promote a more fluid sharing of data and applications across agencies.  This will heighten customer and partner experience by allowing the delivery of comprehensive, relevant and timely information and services while enhancing employee productivity. It is critical to stress that the eGovernment enabler effort recognizes that services offered by an agency and the business processes that support those services are greatly varied.  The effort does not envision building a one-size-fits-all solution but rather focuses on addressing common, fundamental needs across the department. An agency would build its business specific end-to-end solution using the core capabilities made available by the enablers.

1.2 Approach to Define the Technical Architecture

In defining a technical architecture for eDeployment, a process was followed to ensure that the architecture suits the functional needs of the department as well as fit in the current USDA technology environment.  The key steps in the process are listed below.  

1. Assess functional requirements;

2. Identify technical requirements;

3. Assess current capabilities;

4. Create logical architecture;

5. Perform vendor selection (software, hardware, application platform etc);

6. Outline architecture guiding principles;

7. Create physical architecture; and 

8. Continual modification of architecture.

Working groups comprised of representatives from each agency collectively identified functional requirements for the proposed eDeployment services.  Through meetings and deliverable reviews, the working group members refined the list of requirements that will ensure that their respective agency needs are addressed by the proposed enabler capabilities.  These functional requirements served as the most critical input to the development of the eDeployment technical architecture.  The architecture effort will design a system to address these functional requirements.  In addition to functional requirements, technical requirements were identified to ensure that components of the architecture are fulfilling the functional requirements in “the right way”.  Technical requirements pertain to the inner-workings of a solution to ensure ease of integration, optimal performance, adherence to industry standards etc.  

Another activity performed in formulating the eDeployment technical architecture was an assessment of current capabilities within USDA.  This activity helped identify assets within USDA that could be leveraged in the implementation of eDeployment.  The eDeployment architecture team researched existing agency applications in the areas that pertain to the proposed capabilities as well as assessed USDA hosting facilities that may be used to house the solutions.  Based on the results of steps 1-3, a logical architecture was created.  
Vendor selection was then conducted by initiative Product Selection teams, consisting of representatives from USDA Agencies and Staff Offices in order to evaluate products for portal, web content management and document/records management.  As part of the vendor selection process, the three product selection teams identified and prioritized functional and technical Evaluation Criteria.  These Evaluation Criteria were based on requirements identified by the workgroups in the earlier phase.  After the Evaluation Criteria were finalized, specific questions regarding each criterion were developed to get a deeper understanding of the product and its ability to meet USDA’s strategic goals.  These questions were then compiled into a Product Questionnaire and distributed to a short list of vendors for each of the three initiatives.  Vendors on the short lists were considered market leaders and innovators with solutions that will enable USDA to meet its enterprise strategic goals. 

Product Demonstrations were then conducted to give vendors the opportunity to demonstrate their solutions to each Product Selection team.  During these demonstrations, scenarios that were identified by Product Selection teams will be used by vendors to demonstrate required functionality with their proposed solutions.  These scenarios covered a majority of Evaluation Criteria and offered participants the opportunity to see a variety of functional and technical aspects of the vendor’s product.  

While Product Demonstrations are being conducted by Product Selection teams, a Technical Architecture sub-team separately evaluated implementation impacts to the current USDA enterprise architecture and any possible integration issues for each product.  The Technical Architecture team was responsible for providing Product Selection teams a holistic view of the entire eDeployment project.  The Technical Architecture team also identified a series of guiding principles for the eDeployment system that addressed architecture issues such as hosting, platform and hardware choices. 
Upon completion of all Product Demonstrations, the Product Selection teams reached the final stage of selection; Product Scoring.  Each Product Selection team used the Product Questionnaire responses and the Product Demonstrations as resources when scoring the products.  It was after this phase that each USDA Agency and Staff Office participant convened and reached a consensus on the recommended final solutions for each initiaitve.  

The eDeployment team then created a technical architecture that includes the logical and physical architectures for the eDeployment system. The design of these architectures was based on the guiding principles and best practices identified by the Technical Architecture team and vendor recommendations.  The logical architecture defined by the team, will be used in the design phase to help engineer the eDeployment applications, interfaces and integrations.  The physical architecture is the blueprint of the physical elements that are required to support the eDeployment system at the hosting facility(ies) in each environment, development, test, training, pre-production and production.  

2 Current Architecture

Some due diligence was performed as part of the business case effort to evaluate the existing technical capabilities of USDA.  This exercise focused on assessing existing applications, hosting facilities and skill sets within USDA in the areas addressed by the eDeployment initiative.  The results of this assessment, in conjunction with functional and technical requirements, were used as inputs to developing the target technical architecture.

2.1 Applications

Currently, most USDA Agencies are individually addressing the areas of Web Content Management, Document/Records Management, Portal, Web Presence, Data Management and Collaboration.   Agency solutions range from manual processes to custom and third party software. Table 2.1: Existing USDA/Agency Initiatives provides an inventory of some of the key existing applications in the relevant areas.  Please note that the intent of the list is to provide a sample of the major efforts and does not serve as a comprehensive listing of all applications within the Department.

Table 2.1: Existing USDA/Agency Initiatives

	Category
	Agency
	Vendor/System Name

	Collaboration/Authentication
	FNS
	Partner Web

	Content Management
	ERS
	IBM

	Content Management
	FS
	Open Market

	Content Management
	ERS/NASS/WAOB/OC

Contact Agency:  ERS  
	USDA Economics and Statistics System—This system contains nearly 300 reports and datasets from the economics agencies of the U.S. Department of Agriculture. These materials cover U.S. and international agriculture and related topics. Most reports are text files that contain time-sensitive information. Most data sets are in spreadsheet format and include time-series data that are updated yearly.  

	Document Management
	CREES
	FileNet coupled with a TrueArcs Foremost

	eLearning
	APHIS
	MGen

	eLearning
	FS/FSIS
	TIPS combined with Virtual Training Assistant (VTA)

	eLearning
	RMA (OC)
	MGen

	eLearning
	NRCS/RDA/FSA/AMS
	I-CAMS (Internet Combined Administrative Management System)

	Portal
	AMS
	Portal Application - Microsoft SharePoint
e-Works and TruArc
Approve It by Silanis and PrivaSeal by Aliroo for the digital signature

	Portal
	NAL
Partners: http://www.central.agnic.org/agnic/partners/ 
Contact Agency: NAL (Governance Info: http://www.central.agnic.org/agnic/about/)
	AGNIC.org

	Portal
	OC
	Commodity Market Information System

	Web Presence
	FSIS
	Microsoft SharePoint


Although these different applications may be effective in addressing their respective agency’s business needs, they are not shared assets across the Department.  

2.2 Network

USDA’s current telecommunications network is comprised of numerous overlapping Agency networks that connect at major Internet access points operated by the Office of Chief Communications Officer (OCIO). 

The eDeployment team will work in collaboration with the UTN team to enable a telecommunication architecture that suits eDeployment initiative. The cross-initiative collaboration of efforts will reduce time and cost of implementation. Some telecommunication assets are already in place and will be leveraged wherever possible. The eDeployment team will continuously assess the need for additional telecommunication components to cater to the growing user population as the solutions are rolled-out to agencies.  Please refer to the eDeployment Telecommunications Plan document for more details.

2.3 Facilities and Operations

The eGovernment team performed an evaluation of existing hosting capabilities within USDA.  There are three primary hosting organizations within USDA: National IT Center (NITC), Service Centers, and agency hosting capabilities. These hosting capabilities currently house all of USDA’s business critical applications. Capabilities that will be deployed to support eDeployment will also leverage a combination of all three types of facilities to ensure maximum performance and availability of the systems.  Since the eDeployment effort serves all USDA agencies, it is of the utmost importance that selected hosting sites adhere to all terms of Service Level Agreements outlined.  

2.3.1 NITC

The primary NITC hosting/computing facility is located in Kansas City, MO.  NITC is a fee for service organization that caters to both USDA and external clients.  Application owners are charged monthly fees for server use, operational support, application support, data storage etc.  Some key features of the NITC Kansas City facility include physical security (biometrics), redundant power supply, backup power generators and network connectivity.  NITC is currently supporting over 650 applications collectively at its centers. A majority of these applications are being hosted at the Kansas City and Washington D.C. locations.

Figure 2.3.1 provides a high level architecture of the NITC Kansas City data center.
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Figure 2.4.1: NITC Data Center Architecture 

The Data center hosts mainframe as well as midrange servers running all major Operating Systems (S390, HP UNIX, SUN Solaris, Linux, Windows).  NITC is also vendor agnostic on the application level supporting all major databases (Oracle, SQL Server, DB II etc) as well as web servers (Web Sphere, Apache, IIS etc).  A large Storage Area Network (SAN), Backup & Recovery services and a near-line tape solution (StorageTek) are additional critical services that help NITC deliver value to its customers. 

The NITC hosting facility will initially serve as the primary site for eDeployment applications and services for USDA and it’s agencies and staff offices.  Currently, the usda.gov portal is being hosted at the NITC facility on the eDeployment architecture described in greater detail in section 4 Target Architecture.  Additionally, the design and implementation of other eDeployment applications will be implemented on this architecture.  As eDeployment is adopted by the enterprise, the NITC facility and other Service Centers and agency facilities will be analyzed to determine if a distributed architecture should be implemented to adjust to scale.
2.3.1.1 Maintenance

NITC provides application support services such as database administration and web administration services as well as support for new releases of agency and Department applications. Operating System, Hardware and database upgrades also fall within the scope of the services offered by NITC.

As one of the first eDeployment applications to be utilized by the enterprise as a service, usda.gov portal application will rely on the maintenance and operations procedures provided by NITC and recommended by IBM to ensure the proper support for the IBM WebSphere Portal v5.0.

2.3.1.2 Tape Management

NITC uses IBM’s Removable Media Manager (RMM) to handle tape management functions. RMM provides automated functions, such as tape initialization, extraction, and expiration processing; management of tape movement and retention throughout the life cycle; recording of dataset and volume information; and management reporting.

NITC’s configuration of 165 tape drives consists of model 5580, 4490, 4670, and 9490 drives. The tape library managed at the NITC facility totals approximately half a million tape cartridges and 100 round reels. NITC also operates two StorageTek Automatic Cartridge Systems with a total capacity of 11,000 cartridges.

As one of the first eDeployment applications to be utilized by the enterprise as a service, usda.gov portal application will rely on the tape management procedures provided by NITC and recommended by IBM to support the IBM WebSphere Portal v5.0.

2.3.1.3 Storage Management

The Storage Area Network (SAN) leverages a Veritas Storage Management Solution, a Silkworm 380 Fabric Switch, HITACHI 9960 storage devices, and a StorageTek Nearline Tape.  NITC continuously performs Direct Access Storage Device (DASD) administration on all DASD volumes and associated datasets.  It currently provides 14.1 terabytes of online space through the use of Redundant Array of Independent Disks (RAID). The NITC DASD specialists administer online space requirements of over a million datasets.
NITC uses specific DASD pools, specialized software, migration, back-ups and utilization reports. Some of the specialized software used by DASD administrators is as follows:

· Performance solution by Softworks: a performance product that reduces VSM import or load time (ad CPU cost);

· Partitioned Data Set Extended (PDSE): a component of IBM’s DFSMS system-managed storage software that reduces or eliminates the need to compress PDS-type datasets;

· DFSMShsm by IBM: the dataset migration tool used to migrate unused datasets to tape. Incremental back-ups are also performed with this product;

· ASTUTE by ASTCO: primarily used for reporting on migrated datasets;

· DFSMSdss by IBM: used to perform full volume DASD back-ups and restores; also moves datasets between DASD pools; and

· Ca-Extended /DASD: provides automatic compression of space in VSAM datasets.

Two StorageTek Powderhorn Automatic Tape Libraries provide 24/7 access for up to 11,000 tape cartridges without manual intervention.

As one of the first eDeployment applications to be utilized by the enterprise as a service, usda.gov portal application will rely on the SAN infrastructure currently being provided by NITC for storage management.  The current administration performed on the network, in conjunction with the recommended practices by IBM, will ensure that the IBM WebSphere Portal v5.0 will be supported.
2.3.1.4 Backup

DASD datasets are backed up for the purpose of dataset restoration at the NITC’s computer center. Backup activities include the following:

· Incremental backups: Backups of new or updated DASD datasets are taken nightly. Backup tapes are kept on-site in the tape library.

· Weekly/monthly full volume backups: Backups of all DASD volumes are accomplished on a weekly and/or monthly basis. (Retention for monthly back-ups is no longer.) Full volume backups are used at the NITC and are kept off-site (but can be recalled whenever needed.)

· ABARS backups: IBM Aggregate Backup and Recovery Support (ABARS) software is used for NITC disaster backup and recovery. NITC customers are responsible for determining the applications saved and the frequency of these backups.

As one of the first eDeployment applications to be utilized by the enterprise as a service, usda.gov portal application will rely on the backup procedures provided by NITC and recommended by IBM to support the IBM WebSphere Portal v5.0.

2.3.1.5 Disaster Recovery

To ensure continued service in the event of disaster at any of its centers, NITC has developed contingency plans. NITC uses the ABARS software to backup critical data and applications. NITC and its customers continually participate in testing the Contingency plans and conduct “hot site” exercises.

Part of NITC service includes helping customers develop and maintain their ABARS code. The back-up tapes produced when these procedures are executed are stored in safe, off-site location, away from the Center’s tape library.

During an actual disaster recovery (or as practiced during the contingency “hot site” testing), the following procedures are used to quickly get the customer processing again:

· First the NITC production Operating System is restored using Center-produced back-up tapes.

· Next, customers are given access to the hot site computer system to recover critical applications that have been previously backed up and taken to an off-site location for storage.

· NITC personnel are available through the duration of the “hot site” tests to assist customers in restoration of data.

As one of the first eDeployment applications to be utilized by the enterprise as a service, usda.gov portal application will rely on the disaster recovery procedures provided by NITC and recommended by IBM to support the IBM WebSphere Portal v5.0.

2.3.1.6 Help Desk / Technical Support
· NITC provides wide-ranging help Desk and Technical support to their customers. The support services include application support and documentation. Apart form these support services; the USDA Centralized Help Desk (CHD) provides help assistance to users across the country at geographically disbursed locations.  

2.3.2 Human Resources

In addition to technical infrastructure and operational services, the USDA has resources available covering a wide range of skill sets.  Some of the relevant skills within USDA include:

· Telecommunications Services;

· Storage Management Solution administration;

· Tape Management functions;

· Contingency Planning, Disaster Recovery;

· Service Center Common Computing Environment Architecture;

· Network administration;

· Windows NT, UNIX, AS/400, IBS S390, SUN Solaris, DB2, SQL Server, Oracle;

· Database and applications design and development;
· Oracle, Sybase, Informix, System 2000, RDB, Microsoft Access, dBASE IV, and R:BASE; 
· Database and Website development and integration (e.g., Cold Fusion, NetDynamics)

· COBOL, Fortran, C, C++, Pascal, Perl, Java, Java Script, Motif 

· Oracle Designer and Developer 2000 
· Integration and testing across multiple platforms; 

· IBM/MVS, AIX, X Windows, MS Windows and Windows NT 

· IBM Mainframe, UNIX Workstations (IBM RS/6000, SUN, HP) 

· Honeywell Bull, Data General, DEC VAX 

· Database and applications maintenance and support; 

· Database administration 

· Applications maintenance 

· Help Desk; 

· Website development and management;

· Webmaster 

· Site and page design and development 

· Requirements analysis 

· Development of site/page standards 

· Website backup 

· Usage reports 
· Database and Web Technical documentation.

3 Architecture Drivers

Before designing the proposed architecture, key drivers were considered.   The following drivers dictated the nature of the target architecture.

Suitability 

The solution technology was analyzed for suitability with the Department’s business (functional) requirements as well as the technological environment. It was of prime importance that the solution technology remain suitable over a period of time and be easily adapted to support future requirements.
Performance 

Performance measures the ability of a system to deliver the intended capabilities within the specified application response time. One of the key goals of the designed solution was to meet the minimum Performance Standards. These performance standards were derived from business requirements.  The solution was also designed to perform at the required level under stress from large volumes and sudden traffic peaks, and with possible diversities in user configurations.

Resilience  

Resilience is the ability to cope with problems gracefully, as opposed to failing at the smallest error. Internet technology has enabled the deployment of applications to a large audience.  A large user community inherently makes user training a difficult task.  Systems require minimal reliance on user education and should provide adequate exception handling to ensure that errors are not encountered.

Interoperability 

Interoperability is ensuring that all parts of the system work together. Interoperability is of prime importance for the eDeployment initiative as it encompasses various components; namely Web Presence, Portal Services, Web Content Management, and Document Management.  Additionally in the current market, it is becoming more common to assemble a solution from components provided by multiple vendors.  Interoperability between vendor products within an initiative, interoperability of the enabling initiatives, as well as interoperability with existing USDA systems all fall into this category. This driver relies on the need for strong architecture skills and proper testing.

Availability  

The Technology Architecture was also designed to support the application at the required times (such as running on a full 24/7 schedule).  Opening access to corporate applications through the Internet typically extends the availability requirements. However, there is a cost trade off with high availability. Having applications offline for a short period during low usage hours might be a realistic alternative to handle backup and other maintenance operations, compared to the added complexity and cost of 24/7 availability. There are two types of availability stops:

· Planned availability stops (such as maintenance activities); and

· Non-planned availability stops (such as unpredicted hardware or software malfunctions) 

The availability and maintenance stops should be based on Application by application basis. 

Security 

The solution supports the appropriate levels of security.  Security becomes a critical driver at USDA due to issues such as privacy of data and national security.  Security considerations are discussed in further detail in the Technology Profile - Security Plan control phase business case deliverable.  

Scalability  

A solution is scalable if it can change to meet an increase in transaction/request volume. The scalability driver is critical at USDA, as the Enabler capabilities will be rolled out to Agencies incrementally.  As more Agencies come on board and more Agency applications leverage the Enabler components, the solution has to scale to accommodate the increasing number of users and volume of data. 

As defined below, scalability can be either vertical or horizontal:

· Vertical scalability is the ability to increase the power of a particular hardware component to support growth (for example, adding CPUs, RAM, cache, disks, etc. to a server). Vertical scaling offers quick solutions to many scalability issues, but the law of diminishing returns dictates that there is always a level at which simply adding more hardware has very little effect; and 

· Horizontal scalability is the ability to increase the number of parallel hardware components to support a particular part of the architecture (for example, introducing a new application server or database server). 

Flexibility  

Flexibility is the ability to change the solution to quickly meet new business requirements. Flexibility is not a single entity. Generally, it is the combination of other architectural goals. Adhering to industry standards and use of Enterprise Application Integration solutions, as opposed to custom system interfaces, are some ways to ensue solution flexibility. 

Equipment  

Equipment make-up was another factor in the solution design.  Equipment can generally be classified into:
· Terminal devices (client), such as personal computers, mobile devices, interactive TVs, and kiosks; 

· Network (access channel), such as network (Internet) access point, routers, modems, and firewalls;  and 

· Server devices, such as web servers, application servers, video stream servers, authentication and authorization servers. 

Scalability, performance, and reliability were some of the prime considerations in obtaining network and server equipment. 

Competency  

Developing and maintaining the appropriate levels of competency is critical to the success of the eDeployment initiatives. In addition to developing the right mix of skills through training and recruiting, special attention must be paid to retain highly valued skills and anticipate turnover. Alliances and partnership can help ensure that the right mix of competencies is available through shared resources. 

The above drivers, in conjunction with functional requirements, were used as inputs in deriving the technical requirements identified for the eDeployment initiative.

4 Target Architecture

Designing the target architecture focused on defining a scalable and robust architecture to address Department -level needs; it promotes the leveraging of current investments and integration with other enterprise initiatives on the Department and Agency levels.  The following sections address the proposed architecture to be used to bring the eDeployment vision to fruition. 

4.1 Architecture Overview
To better describe the target eDeployment architecture, it is helpful to group the architecture pieces into three logical categories based on the type of activities that are performed on the architecture elements in each category.  These categories are:

· Business application support:  Architecture elements in this category enable agency and cross-agency initiatives to create, test and run business applications using the eDeployment portal and ECM technologies.

· Configuration, customization and integration support:  When deploying “off the shelf” software products within an organization, configuration and customization of the products is necessary to make the products function as desired.  In the case of eDeployment, the technologies within this category of the architecture will be used to perform the configuration and customization tasks on the portal and ECM products.  Additionally, integration of these products to one another and to other third party products will be performed using the technologies in this category of the architecture.

· Common services support:  Components within the common services support category are simply elements that will be used by components in the other two categories of the architecture. 

The architecture categories are further subdivided into “environments”.  An environment is a logically or physically separate instance of hardware, software and network elements isolated to ensure quality control and security of a solution.  Figure 4.1: eDeployment Architecture Categories and Environments illustrates the different logical categories and the environment within them.
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Figure 4.1 - eDeployment Architecture Categories and Environments

The use of isolated environments and solid configuration management procedures are critical to the success of any technology solution.   Traditionally, since each environment represents a set of hardware and software components to run an isolated instance of a solution, the creation of multiple environments directly translates to additional costs.  However, in the case of eDeployment, an architecture that makes use of Linux on mainframe virtual machines (VM) will allow the creation of virtual environments reducing the need for investment in additional hardware and software to achieve isolation.  The concept of Linux on mainframe VM will further discussed in the following section.

4.1.1 Business Application Support 
The business application support category contains environments that allow for agencies to create and run solutions using the eDeployment tools.  For example, an agency could develop and deploy its agency’s public facing website as well as manage content within the site using the environments in this subsection of the architecture.  Similarly, cross agency initiatives such as an enterprise correspondence management (ECM) system can develop a user interface that makes use of the workflow engine of the ECM and deploy this solution on the environments using the software and hardware in this slice of the architecture.

4.1.1.1 Production Environment

The production environment is the where the live version of agency and cross-agency applications will be executed and managed.  The production environment will primarily be used by end users of the business applications.  Activities that will be performed in the production environment are:

· Execution of live websites and web applications;

· Content creation, approval, staging and deployment to the web;

· Information management; and

· User administration.

4.1.1.2 Development Environment

The development environment will be where components of agency and cross-agency applications will be created.  The primary users of this environment will be developers of business applications.  Activities that will be performed in the development environment are:

· Development of websites and web applications;

· Creation of web content templates; and

· Creation of ECM workflows.

4.1.1.3 System Test Environment

Once agency and cross agency business applications have been developed, they have to be thoroughly tested prior to going “live”.  Testing is a critical part of the application development lifecycle and has to be performed in an isolated environment to ensure valid results.  The primary users of this environment will be system testers of business applications.  Activities that will be performed in the system test environment are:

· Testing of new functionality;

· Regression testing; and 

· Integration Testing.

4.1.1.4 Performance Test/ Pre-Production Environment

This environment will serve multiple purposes.  The first is to provide business application owners the platform to test how an application would behave under high volume of usage.  While often overlooked, this is an important part of preparing an application for production.  By simulating user load, testers can validate that the application will have acceptable response times in a real life situation.  If this step is omitted, a business application, which may perform the designed capability correctly, will simply crash or hang when users attempt to use it in production.  Performance testing should occur as a part of the system test process to eliminate and address performance issues early on in the development cycle.

The second function of this environment will be to serve as a final verification of a new release of a business application and the deployment procedures prior to attempting deployment to production.  Release of a new version of a large, business critical application is a complex and risky activity.  Use of a pre-production environment in conjunction with thorough configuration management tools and processes can reduce this risk and complexity.  The primary users of this environment will be testers.  Activities that will be performed in the performance test/pre-production environment are:

· Volume/performance testing and tuning; 

· Testing of release packages, scripts and procedures; and

· Testing of Operating System and security patches.

4.1.1.5 Training Environment
A training environment will allow end users to train on how to use business applications on current and future versions of those applications.  It is necessary to have an isolated training environment to avoid tainting of data in production or compromising learning experience and development activities by performing training in other environments.  Although the training environment should be isolated, it may be possible to utilize other physical instances of the applications to support training procedures.  The only activity performed in this environment will be user training.  
4.1.2 Configuration, Customization and Integration Environments
The configuration, customization and integration environment is where the eDeployment software components are altered to meet common USDA needs.  An example of this may be the creation of a component to support email alerts when an individual has to perform a task within an ECM workflow.  This functionality would require creation of code to invoke the sending of an email message.  Other examples are integration of the ECM with the portal solution or integration of a robust third party search tool.  Environments within this category will support such development activities.  Once these configurations, customizations and integration activities have been performed and tested, the new releases of the eDeployment components would be released to the business application support environments using deployment scripts.  Previous versions of components and release scripts will be retained using configuration management software to ensure the ability to revert back to older releases.

4.1.2.1 Development Environment

Customization and integration code will be created in the development environment.  The primary users of this environment will be eDeployment developers.  Activities that will be performed in the development environment are:

· Configuration, customization and integration of portal and ECM solutions;

· Development of common support services architecture components;

· Integration of third-party components; and

· Development of common, re-useable objects. 

4.1.2.2 System Test Environment

The system test environment provides a platform to test the configuration, customization and integration performed in the development environment.  The primary users of this environment will be eDeployment testers.  Activities that will be performed in the system test environment are:

· Testing of new functionality;

· Regression testing; and 

· Integration Testing. 

4.1.3 Common Services Environment

The support services environments will run architecture components that support the other environment.  These are services such as directory service for authentication of users of the different environments and a configuration management service necessary to support development activities in the different environments.  There will only be a production environment in this category.  The configuration, customization and integration of the common services will be performed in the configuration, customization and integration environments.

4.1.3.1 Production Environment

The production environment will run the live instances of the common services.  Primary users of this environment will be all internal users (business application developers, business application testers, eDeployment developers, eDeployment testers, and agency business application users).  Activities performed in the production environment will be:

· Authenticate users against directory services; and

· Run configuration management service.
4.2 Hardware and Software
After a thorough analysis of their business needs, USDA agencies have identified the IBM WebSphere Portal product as the best fit for enterprise information delivery use at USDA.  Through a similar process, the FileNet P8 ECM product was identified to be a good fit for USDA and its agencies to support information management.  In addition to the core portal and ECM software products and their complementary components, there will be additional software components needed within the different environments of eDeployment.  Some of these software components are:

· Relational Database Management System (RDBMS);

· Web Server;

· Application Server; and

· Operating Systems.

A combination of midrange and mainframe hardware components will be deployed in the different environments.  The ability of the IBM mainframe (zSeries 900 and zSeries 800)  to mimic multiple, isolated servers (software and hardware) through implementation of the Linux operating system on VM technology will be heavily leveraged to support the portal software in the multiple environments.  Below is a simple diagram of how WebSphere environments could be configured on a zSeries based architecture.  This diagram can be found in IBM’s “How to Architect VM and Linux for WebSphere on zSeries, Steve Wehr – August 22, 2003.”   The term “LPAR” refers to “Logical Partition”.
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Figure 4.2 – Linux Virtual Machines on ZSeries Mainframe

4.3 Network 

The initial release of the eDeployment services will rely on the existing network infrastructure at NITC and across USDA.  Future releases will explore expansion of network capacity and distributed deployment of environments to promote improved application performance.  The assessment of future network needs and expansion of capacity will be achieved by working with the appropriate network groups within USDA and their established processes.

4.3.1 Available NITC Resources

NITC has broad installed base of CISCO Routers, NOKIA Firewall appliances, Dragon and eTrust Intrusion Detection systems, and Foundry Switches as well as a wide range of bandwidth including T1, T3, and Frame Relay circuits. These are controlled and routed with CISCO switches and routers. Encrypted network traffic, virtual private networks can be established to provide additional network security.

NITC also has a variety of midrange, Windows and Mainframe servers installed in multiple isolated Local Area Networks. Mainframes include Z/800 and Z/900 series systems capable of hosting multiple operating systems and virtual machines. The eDeployment program intends to deploy the WebSphere portal infrastructure on Linux Virtual Machines that would reside on the Z/900 mainframes.

Test Acceptance, Storage Area Network, Partner ExtraNets, Mainframes and other LANs are all segmented into separate network segments, protected by a standard network protection infrastructure consisting of NOKIA Firewall Appliances, eTrust and Dragon Intrusion Detection Systems and Foundry Load Balancers. This network protection configuration includes multiple firewalls that are load balanced for performance and fault tolerance. This standard firewall/ID solution is used to isolate and protect all major segments of the NITC network ensuring that systems and data are protected from unauthorized access. eDeployment plans to leverage currently installed Storage Area Networks for content and database repositories.

4.4 Environment Architectures

4.4.1 Business Application Support

One of the first uses of the eDeployment platform will be to support the re-launch of a new USDA.gov website. Due to the high number of visitors to the website, it is important that the system be able to handle heavy loads. Using features of the underlying eDeployment portal software, such as personalization and collaboration, the new site will deliver an enhanced customer experience. 

4.4.1.1 Production 

The production environment architecture places the IBM WebSphere components within Linux virtual machines on NITC’s zSeries 900 mainframe server.  A failover production environment will be created on NITC’s zSeries 800 mainframe server.  The FileNet components will reside on multi-processor Intel XEON servers.  All components will be redundant to ensure maximum availability.  A Storage Area Network (SAN), currently a part of the NITC data center, will be used as the content and database repository.  A redundant firewall configuration is assumed to be provided by the data center.
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Figure 4.4.1 – eDeployment Production Environment

	COMPONENT
	CNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Web Servers
	4
	Linux VM on zSeries 900
	Linux, IBM HTTP Server (IHS)
	· Portal Support

· Static site support

	Web Application Servers
	2
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5
	Used to serve dynamic, non-portal based content

	Load Balancing / Content Caching
	2
	Linux VM on zSeries 900
	Linux, IBM AIX Server 5.1, IBM WebSphere Edge Server
	Caches portal content for end user delivery

	Portal Server
	2
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5, IBM WebSphere Portal Server 
	Redundant portal servers

	Report Server
	1
	IBM pSeries 650
	IBM AIX Server 5.1, Tivoli Site Analyzer
	Analyses web site traffic 

	Portal Database Server
	2
	Linux VM on zSeries 900
	Linux, Oracle 9i RDBMS
	Portal server database reporitory

	Search Server
	2
	IBM pSeries 650


	IBM AIX Server 5.1, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet WCM/Workplace web application server
	2
	IBM x440 4-CPU Xeon server
	Windows 2000 Server SP3, IBM WebSphere Application Server 5.0.1, FileNet WCM Suite: WCM  Application Engine
	Web Content Management 

	FileNet  Process Engine Server
	2
	IBM x440 4-CPU Xeon server
	Windows 200 Server SP3, FileNet WCM Suite: Process Engine
	Workflow application server

	FileNet Rendition Engine server
	2
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Rendition Engine
	Document conversion server

	FileNet Imaging Server
	2
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Imaging Manager
	Document Scanning server

	FileNet Content  Engine Server
	2
	IBM x440 4-CPU Xeon server
	Windows 2000 Server SP3, FileNet WCM Suite: Content Engine
	Manages Content repositories and document locations

	FileNet Process Analyzer Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windos 2000 Server SP3, FileNet Process Analyzer Engine,
	Generates statistical data and reports about workflows running in Process Engine

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet Database Server
	2
	IBM x440 4-CPU Xeon server
	Windows 2000 Server SP3, Oracle 9i RDBMS
	Content Management Repository 

	FileNet File Server
	2
	IBM x440 4-CPU Xeon server
	Windows 2000 Server SP3
	Content Management Repository 


4.4.1.2 Collaboration
Sametime and QuickPlace will be used for collaboration.  NITC currently has a total of five servers which makeup the collaborative architecture.  The servers are multi-processor Intel servers.  
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 Figure 4.4.2 – eDeployment Collaboration Environment
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4.4.1.3 Development Environment

Similar to the production environment, the development environment will make use of the mainframe VM architecture to support WebSphere and midrange servers to run FileNet Components.
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Figure 4.4.3 – eDeployment Development Environment

	COMPONENT
	CNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Development desktops
	X
	Compaq ProLiant DL 360
	Windows 2000 Professional, CVS
	Used to develop portal and content management applications and customizations

	Web Server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM http Server (IHS) 
	Serves static and dynamic portal content

	Web Application Server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM WebSphere Application Server 5
	Dynamic content services

	Portal server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM WebSphere Application Server, IBM WebSphere Portal Server
	Portal engine

	Portal Database Server
	1
	Linux VM on zSeries 900
	Linux, Oracle 9i RDBMS
	Portal database engine and repository

	Search Server




	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet Database Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Sever SP3, Oracle 9i RDBMS
	Content Management database repository

	FileNet Imaging/Process Analyzer Server
	1
	Compaq Proliant 1-CPU Xeon Server
	Windows 2000 Server SP3, FileNet Image Manager, Process Analyzer Engine
	Generates statistical data and reports about workflows running in Process Engine

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet Content Engine & Process Engine & Rendition Engine
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Contet Engine, Process Engine, Rendition Engine
	Workflow, Content  and Rendetiong Engine

	FileNet WCM Server/Application Engine
	1
	IBM x440 4-CPU Xeon server
	Windows 2000 Serve SP3,IBM WebSphere Application Server 5.0.1, FileNet WCM Suite: WCM, Application Engine,
	Web Content Management Server, P8 Application Server

	File Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3
	File Server 




4.4.1.4 System Test Environment

The size/power of servers in the system test environment are similar to those in the development environment however the configuration of a test environment should attempt to simulate that of production as closely as possible.  An example of this is the installation of several software components on one server in a development environment although in production, these components reside on separate servers and communicate over the network.  Where as it is acceptable to place these software components on separate servers in the development environment, in the system test environment, the software components should be placed on separate servers (similar to production).  This will ensure that the testing process will accurately predict behavior when software is released to production accounting for all variables such as network connectivity.  With the exception of the components, all aspects of this environment such as Operating System versions and patch levels should be identical to those to be used in production in the release being tested.
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Figure 4.4.4 – eDeployment System Test Environment

	COMPONENT
	CNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Portal System Test Workstations
	10
	Compaq ProLiant DL 360
	Windows 2000 Professional
	Portal application testing

	ECM System Test Workstations
	10
	Compaq ProLiant DL 360
	Windows 2000 Professional, FileNet WCM Client
	Content Management application testing

	Web Servers
	1
	Linux VM on zSeries 900
	Linux, IBM HTTP Server
	Web content serving

	Web Application Server
	1
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5
	Enables dynamic web applications

	Portal Server
	1
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5, WebSphere Portal Server
	Portal application

	Search Server




	1
	IBM pSeries 650


	IBM AIX 5.1, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	Report Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows Server 2000, Tivoli Site Analyzer
	Provides site statistics and reports

	Portal Database Server
	1
	Linux VM on zSeries 900
	Linux, Oracle 9i RDBMS
	Portal database repository

	FileNet WCM/Web/Application Server


	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, Manager, IBM WebSphere Application Server 5.0.1, FileNet WCM Suite: WCM, Application Engine
	Content Management Application server

	FileNet Content Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite:  Content Engine
	Content Engine manages the content relationships and locations

	FileNet  Process Engine Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, SP3  FileNet WCM Suite: Process Engine
	Workflow

	FileNet Rendition Engine
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Rendition Engine
	Content Conversion server

	FileNet Imaging server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Imaging Manager
	Document Imaging

	FileNet Process Analyzer Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windos 2000 Server SP3, FileNet Process Analyzer Engine,
	Generates statistical data and reports about workflows running in Process Engine

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet File Servers
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3
	File server

	FileNet Database
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, Oracle 9i RDMBS
	Content database repository for WCM


4.4.1.5 Performance Test and Pre-production Environment

This environment differs from the system test environment in that it will more closely mirror the production environment from both an application perspective as well as a hardware perspective in order to facilitate user volume / traffic testing, performance testing, software patch and upgrade testing, and completion of test runs for release procedures.  Performance testing should occur as a part of the system test process to eliminate and address performance issues early on in the development cycle.  Similar to the system test environment, with the exception of the components being tested, all aspects of this environment such as Operating System versions and patch levels should be identical to those in production.

	COMPONENT
	COUNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Web Servers
	1
	Linux on IBM zSeries 900
	Linux VM, IBM HTTP Server (IHS) 
	Static and dynamic content serving

	Web Application Servers
	1
	Linux VM on zSeries 900
	Linux VM,IBM WebSphere Application Server 5
	Used to serve dynamic, non-portal based content

	Load Balancing / Content Caching
	1
	IBM pSeries 670
	IBM AIX Server 5.1, IBM WebSphere Edge Server
	Caches portal content for end user delivery

	Portal Server
	1
	Linux on IBM zSeries 900
	Linux VM, IBM WebSphere Application Server 5, WebSphere Portal Server
	Portal servers

	Report Server
	1
	IBM pSeries 650
	IBM AIX Server 5.1, Tivoli Site Analyzer
	Analyses web site traffic and provides reports

	Portal Database Server
	1
	Linux on IBM zSeries 900
	Linux VM, Oracle 9i RDBMS
	Portal database repository

	Search Server




	1
	IBM pSeries 650
	IBM AIX Server, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet WCM/Workplace web application server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Sever SP3, IBM WebSphere Application Server 5.0.1, FileNet WCM Suite: WCM, Application Engine
	Document Management and WCM application server

	FileNet Content Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Content Engine
	Manages Content repositories and document locations

	FileNet  Process Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Process Engine
	workflow engine

	FileNet Rendition Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite:  Rendition Engine 
	Document conversion engine

	FileNet Imaging server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Imaging Manager
	Document Imaging

	FileNet Process Analyzer Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windos 2000 Server SP3, FileNet Process Analyzer Engine,
	Generates statistical data and reports about workflows running in Process Engine

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet File Servers
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3
	File server

	FileNet Database
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, Oracle 9i RDMBS
	Content database repository for WCM

	Load Simulation Server
	1
	Compaq Proliant Server
	Windows 2000 Server, LoadRunner
	Simulates user load for stress testing


4.4.1.6 Training Environment

The composition of the training environment will be similar to that of the system test environment.  Agencies will be constantly training users on the applications that they will be building using the eDeployment services so this environment will have to be functional to support this training.  Although the training environment should be isolated, it may be possible to utilize other physical instances of the applications to support training procedures.  

	COMPONENT
	COUNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Web Servers
	1
	Linux VM on zSeries 900
	Linux, IBM HTTP Server
	Content serving

	Web Application Server
	1
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5
	Serves dynamic non-portal content

	Portal Server
	1
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5, WebSphere Portal Server
	Portal server

	Portal Database Server
	1
	Linux VM on zSeries 900
	Linux, Oracle 9i RDBMS
	Portal Database server

	Search Server




	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet WCM / Web/ Application Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, IBM WebSpher App Server 5.0.1, FileNet WCM Suite: WCM, Application Engine
	Content Management application server

	FileNet Content Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, FileNet WCM Suite: FileNet Content Engine
	Manages content repositories and document locations

	FileNet  Process Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, FileNet WCM Suite: Process Engine
	Workflow 

	FileNet Rendition Engine
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite: Rendition Engine
	Content Conversion server

	FileNet Imaging server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Imaging Manager
	Document Imaging

	FileNet Process Analyzer Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windos 2000 Server SP3, FileNet Process Analyzer Engine,
	Generates statistical data and reports about workflows running in Process Engine

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet File Servers
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server
	File Server

	FileNet Database
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, Oracle 9i RDBMS
	Content Management Database Server


4.4.2 Configuration, customization and Integration 

The environments in this subset of the architecture are necessary to the creation and maintenance of the eDeployment services.  Features of the eDeployment will be introduced incrementally through iterative phases.  Enhancements to the services currently envisioned (portal, ECM) as well as creation of future services will be supported in these environments.   

4.4.2.1 Development Environment

	COMPONENT
	COUNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Development desktops
	X
	Compaq ProLiant DL 360
	Windows 2000 Professional, CVS
	Portal and WCM application development

	Portal server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM WebSphere Application Server, IBM WebSphere Portal Server
	Portal Server

	Portal Database Server
	1
	Linux VM on zSeries 900
	Linux, Oracle 9i RDBMS
	Portal Database server

	FileNet Database Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Sever SP3, Oracle 9i RDBMS
	WCM Database Sever

	Web Server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM http Server (IHS) 
	Web server

	Web Application Server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM WebSphere Application Server
	Serves dynamic web content

	Search Server




	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet Content, Process & Rendition Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3,  FileNet WCM Suite:  Content Engine, Process Engine, Rendition Engine
	Workflow engine and Content engine that manages content repositories

	FileNet Process Analyzer and Imaging Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Image Manager, FileNet Process Analyzer Engine
	Document conversion and Imaging

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, FileNet Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet Workplace & WCM Application Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, IBM WebSphere App server 5.0.1, FileNet WCM Suite: WCM, Application Engine
	Web content management application server

	File Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3
	File Server


4.4.2.2 System Test Environment

	COMPONENT
	COUNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	System Test Workstations
	5
	Compaq ProLiant DL 360
	Windows 2000 Professional, FileNet Client
	Test workstations

	Web Server
	1
	Linux VM on IBM zSeries 900
	Linux, IBM http Server (IHS)
	Web server

	Web Application Server
	1
	Linux VM on zSeries 900
	Linux, IBM WebSphere Application Server 5
	Serves dynamic web content

	IBM WebSphere Portal Server
	1
	Linux VM on IBM zSeries 900
	Linux, WebSphere Application Server, WebSphere Portal Server
	Portal service

	Search Server




	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000, Domino Extended Search, Information Integrator for Content
	WebSphere Search facility

	FileNet Content Engine server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server, FileNet WCM Suite: Content Engine
	Manages content repositories and document locations

	FileNet Process Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet WCM Suite:  Process Engine
	Content Management Workflow engine

	FileNet Rendering Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, FileNet WCM Suite:  Rendition Engine
	Document conversion server

	FileNet Process Imaging Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Image Manager
	Imaging

	FileNet Process Analyzer 
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 SP3, FileNet Process Analyzer Engine
	Document conversion and Imaging

	FileNet Process Analyzer/Capture Client
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Professional SP3, Process Analyzer Client,Capture Client
	out-of-the-box reports and templates, 

	FileNet Workplace & WCM Application Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, IBM WebSphere App server 5.01, FileNet WCM Suite: WCM, Application Engine
	Web Content Management Application server

	Database Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3, Oracle 9i RDBMS
	Portal and WCM database server

	File Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000 Server SP3
	File Server


4.4.3 Common Services Support 

The common services support category will simply contain a production environment running services that will be used for activities in the other environments.  Customization and configuration of the common tools would be performed in the configuration, customization and integration environments.

4.4.3.1 Employee Common Directory

The Employee Common Directory will be a meta-directory of user information that will be created to support enterprise applications built on the eDeployment architecture.  This user information will contain fields such as: Name, division, location, Agency, email address, phone number, etc. These fields will provide the information needed to personalize applications and serve as a single repository for applications that need access to user information that is normally stored in multiple external systems.

The ECD is currently being designed to initially support the following projects:

· eAuthentication: eAuthentication will provide a single point of authentication for users of USDA web applications. These users will be drawn from the ECD.

4.4.3.2 Systems Performance Tools

System Performance tools, such as Mercury Interactive's LoadRunner will be used to predict system behavior and performance. Performance testing should occur as a part of the system test process to eliminate and address performance issues early on in the development cycle.  During system test, tools such as LoadRunner exercises an entire system infrastructure by emulating thousands of users and employs performance monitors to identify and isolate problems. This approach will allow USDA to minimize testing cycles, optimize performance, accelerate deployment and effectively replicate the stress that a large user population will place upon the production environment.

4.4.3.3 Infrastructure Optimization and Redundancy

Application caching and regional replication strategies will be utilized in order to ensure performance and availability of applications built upon the eDeployment infrastructure. 

Regional Replication & Redundancy

In addition to the NITC data centers in Ft. Collins and Kansas City, additional sites may be developed to serve various eDeployment applications. Replicated data centers on the East coast, West Coast and the Midwest will ensure that application components are replicated and available during network outages. Additionally, this strategy of replicating components puts the infrastructure closer to the users and agencies that will be dependant upon the infrastructure.

4.4.3.3.1 Akamai On-Demand Computing

With roots in content delivery networks, Akamai EdgeComputing, uses the on-demand model to move applications, computing resources and business logic out to the edge of the networks and closer to worldwide users. This ability offers value by offering Web-based tools such as store/dealer locators, promotional contests, search functionality, user registration, pricing configurators and other key business applications, while simultaneously reducing demand on internal computing infrastructure, while simplifying support.

Implementing Akamai’s robust solution involves modifying web pages to include ESI markup tags as well as including Akamai’s web server plug-ins to enable caching of content to Akamai servers. In addition to the caching of static html content, Akamai also provides caching and edge serving of Java applications through the use of IBM’s WebSphere software and its own EdgeSuite caching software. This combination allows an increase in the number of users served by an application without the need to continue to increase the number of production servers within the data center.

The following graphic illustrates the use of Akamai’s EdgeServers 
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4.4.3.4 Production Environment Components

	COMPONENT
	COUNT
	HARDWARE
	SOFTWARE
	DESCRIPTION

	Source Code Control server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000/2003, CVS,

Microsoft SQL Server
	Manages applicatoin source code, versions and releases

	Directory Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000/2003, Microsoft Active Directory
	User Information Directory server

	Issue Resolution Tracking Server
	1
	Compaq Proliant ML 570 2-CPU Xeon Server
	Windows 2000/2003, Microsoft SQL Server, Problem/Issue Tracking Software
	Provides problem resolution and tracking for the testing environment


4.5 Leverage Existing Capabilities

The eDeployment program will take advantage of services that exist within certain USDA Agencies in an effort to speed the deployment of the infrastructure and the development of business applications.

IBM WebSphere development servers that are on-line within APHIS in Ft. Collins, CO will be utilized to speed development of USDA.gov. Additionally, existing FileNET resources within RD will be leveraged to create the Correspondence Management System. These existing, installed services will be leveraged as part of developing the eDeployment infrastructure.

4.5.1 RD FileNET Services

Rural Development (RD) in St. Louis has an existing FileNET Panagon installation that includes document management and document imaging capabilities. The system includes installations of Panagon client and server components, Kofax Ascent, Panagon Capture, FileNET IDM Desktop and Oracle RDMS on IBM RS6000 hardware. 

These components (illustrated in the diagram in section 5.2) provide the capability to manage legacy documents, scan paper documents and process electronic forms and  documents in multiple locations across the agency including St. Louis and Washington, DC. 

Kofax Ascent combined with high-speed document scanners allows a user to scan paper documents and save them as image files or convert them to text via OCR. These scanned documents can then be transmitted via the USDA Intranet to the 3rd Floor Production Web Farm where the Kofax Ascent Capture Server can process the documents, index and store them to the Oracle database. These documents are then made available to RD and USDA users over the intranet Panagon IDM which provides web browsers with a hierarchical view of portions of the content repository. Additional document management capabilities are provided to power users via the FileNET Workforce desktop application.

Panagon Capture integrates forms processing capabilities into FileNET's Panagon architecture. Panagon Capture Desktop for Content Services acquires and processes digital and paper-based documents into the Panagon Content Services repository – document types include images, faxes, text, HTML pages or forms from the Web as well as Electronic Document Interchange (EDI) documents.

RD FileNet Architecture Drawing

The following diagram represents the FileNet physical architecture within RD.
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5 Enterprise Architecture Impacts

5.1 Relationship to Current IT Initiatives

Initiatives, such as Cyber Security, Enterprise IT Acquisitions, and Universal Telecommunications Network (UTN) that are currently underway were taken into consideration when developing the eDeployment architecture. Changes to these plans, in relation to the Enterprise Architecture, must continue to be evaluated in the context of the eDeployment. 

5.1.1 Relationship to Enterprise Architecture

eGovernment efforts and the Enterprise Architecture will continually interact and reinforce each other.  As a key planning and risk management tool, USDA’s EA will be the essential mechanism for ensuring that USDA’s eGovernment initiatives are coordinated with the Department’s current and future information and IT-related activities.  This effort will ensure that returns on federal dollars and the Department’s eGovernment efforts are maximizes.

5.1.2 Relationship to eGovernment

eDeployment is at the core of the eGovernment Program. The eDeployment architecture has to support as well as integrate with current and future eGovernment initiatives.  The proposed architecture surrounding the eDeployment’s Enablers—Portal, Web Content Management, Document Management, Web Presence, Data Management and Collaboration —are inline with concepts of the eGovernment Enterprise architecture at both the Department and Agency levels.  The architecture is also designed to work effectively with other eGovernment strategic initiatives such as Digitop and Enablers such as eAuthentication and eLearning. 

5.1.3 Relationship to the Cyber Security Architecture

USDA’s cyber security architecture is a critical component of the eDeployment initiative.  The security architecture in development will be standards-based and adheres to an operating principle that ensures the protection of assets, continuity of operations and delivery of services.  

USDA has adopted an approach to cyber-security management and operation across the Department’s backbone telecommunications network.  OCIO has responsibility for the backbone network. It has installed filters, firewalls and monitoring devices to improve the Department’s ability to detect and prevent intrusion.  Furthermore, OCIO has positioned security technicians to provide constant monitoring and reporting of suspicious or potentially damaging network traffic.
OCIO’s new cyber security architecture initiative will include:  

· Analyzing the current USDA business requirements, IT environment, and security controls to establish a baseline of current security needs.  The baseline will include: technologies and procedures such as:  identification and authentication, authorization, access control, encryption, confidentiality, infrastructure protection, distributed enterprise, non-repudiation, electronic signature, and special security requirements;

· Researching the commercial market for products that meet the security needs of USDA;

· Developing a security solution selection methodology that will allow USDA to match business and security needs with the appropriate technology; and 

· Establishing a security architecture maintenance device.  This device will allow USDA to catalog or evaluate new security products using standardized criteria, and other features in managing and updating the security architecture.

The eDeployment initiative plans to leverage these cyber security findings to save time and effort in developing an architecture and security framework consistent with the Enterprise Architecture.  Being consistent with the cyber security architecture includes following the guiding principals for authentication and access control in addition to employing environment components, security controls and baseline technologies.  

5.1.4 Relationship to the Universal Telecommunications Network (UTN) Initiative

The Department has begun a project to design and implement a robust telecommunications network that provides scalable, reliable, secure, cost effective 24/7 services to enable USDA agencies to meet Departmental missions and goals for serving their customers.  This effort, the Universal Telecommunications Network (UTN), will service all USDA agencies as part of the Department’s IT Enterprise Architecture.

The UTN initiative is dependent on the emerging EA.  As the EA is developed, it will enable the analysis of emerging business and technology requirements to determine the telecommunications requirements.  The technical characteristics of the eDeployment Enablers will provide input to the development of these requirements.  Concurrently, the eDeployment Enablers will incorporate the services offered by UTN in order to be consistent with the EA.  Therefore, it is imperative that the eDeployment team works in tandem with the UTN team to dialogue on the existing knowledge of the telecommunication requirements and contribute the responses to the evaluation of the established network.

The UTN project objectives include:

· Provide the foundation telecommunications network capacity and stability to ensure quality service to citizens and customers for attainment of Departmental and agency mission goals. 

· Ensure business requirements drive telecommunications service requirements.  Prepare today for the service and support requirements of tomorrow.  

· Provide best value telecommunications service to USDA offices and agencies enable rapid introduction of best business practices within the Department.  

· Implement a secure enterprise network infrastructure that protects USDA information, safeguards the physical network, and ensures continuity of operations.

· Provide continuous monitoring and proactive network services, support and casualty response.

· Introduce telecommunications network planning and management tools for USDA leaders to use for decision-making and providing strategic direction to the world-class industry telecommunications service partner.

· Establish a telecommunications Service Level Agreement framework for service performance parameters and billing for services used. 

The Department will engage world-class industry partners to implement and operate the network. Baseline services will be centrally provided for all agencies and offices to maximize the collective buying power of the Department and maximize the value of the telecommunication solutions.  As the business case and investment opportunities dictate, support services will be available to Agencies working under the UTN project to facilitate the migration to enhanced telecommunication services. 

The UTN management process is a model for other managing enterprise IT initiatives.  In addition to federal and departmental regulations, the UTN project manager is complying with the provisions set forth by the Executive Information Technology Investment Review Board (EITIRB) regarding the participation of the Telecommunications Advisory Council (TAC) in the process for proceeding with project phases. To operate the UTN, the plan includes establishing a UTN Utility Board composed of senior technical representatives of major USDA telecommunications stakeholders. The UTN Utility Board will work closely with OCIO in recommending business rules and evaluating the performance of the UTN by comparing actual metrics to established goals.

5.1.5 Relationship to the Information Collection Process

USDA agencies collect a significant amount of information from citizens.  Before this information may be collected, agencies must receive approval from the Office of Management and Budget. USDA has a process in place by which it reviews agency requests to collect information, and is planning to use that process as a means to reduce duplicative or unnecessary collections. 

The Portal Enabler is the prime candidate within the Information Collection Process. With offerings such as Personalization, the Portal enabler will collect a large amount of User information.  The collected user metrics, including the pages most visited by the user and time spent on each page, will enable the system to provide more relevant information to the user.  The Document Management Enabler also presents similar challenges and opportunities when collecting information on time spent on a document and documents most visited.

eDeployment Enablers must follow the information collection and collection approval processes as established.  The eDeployment team must continuously track any policy and process changes to incorporate it into its workflow and update information collection guidelines at the solution level.  Using Enterprise Architecture Management System (EAMS) as a tool to analyze data collected by the Department, the eDeployment team must also understand the purpose and functions of the EAMS, including how the eDeployment’s data layer should interact with the EAMS’s data layer.  Familiarity with the data layers will enable USDA to reduce duplication, and to determine where information is collected effectively.  

5.1.6 Relationship to CPIC Processes

The Clinger-Cohen Act (CCA) of 1996 has three strong focus areas: capital planning and investment control, enterprise architecture, and the resources to accomplish these processes.  The target goals of the CCA include:

· Establish an EA that includes its current and target states,

· Establish a systematic Capital Planning and Investment Control (CPIC) process to manage the IT investments,

· Use the EA and CPIC process to maintain the current architecture and to build the “to be” architecture,

· Use costs, schedule and performance goals to monitor and mitigate risks, and 

· Continuously update and manage the EA and CPIC to improve success.

The CPIC process as implemented at USDA is a structured, integrated approach to managing IT investments.  It ensures that all IT investments align with the USDA mission strategic goals and business needs while minimizing risks and maximizing returns throughout the investment’s lifecycle. The CPIC relies on a systematic Pre-Select, Select, Control, Evaluate and Steady-State investment life-cycle process to ensure each investment’s objectives support the mission, business and architecture needs of the Department.

Oversight of the CPIC process in the management of IT investments is through the Executive Information Technology Investment Review Board (EITIRB), which is chaired by the Deputy Secretary, and its Executive Working Group.  These councils determine the IT direction for USDA, and ensure that agencies manage IT investments with the objective of maximizing return to the Department and achieving business goals. 

This process requires IT investments be aligned with the enterprise architecture.  Throughout the Select, Control, Evaluate and Steady-State Phases, the process provides tools to ensure that the selected IT investments best support the agency’s mission and that comply with USDA’s IT architecture. 

eDeployment is currently in Control phase.  As the initiative moves to the next phase, the team will modify CPIC processes to align with USDA architecture policies and requirements.  Investments will be periodically evaluated to ensure that they adhere to the EA principles and standards, and the EA future direction. Specific evaluation factors include:

· Does this investment conform to the EA goals and objectives (interoperability, resource sharing, potential for reduced costs, sharing processes and information, and timely and comprehensive support for managers); and comply with the current EA principles and standards?

· Is a credible migration plan (for data, applications, and legacy system phase-out) from the existing to the proposed environment presented?

· Are detailed management plans in place describing how this investment will be supported, maintained, and refreshed to ensure its currency and continued effectiveness, including a training and awareness plan for users and technical staff?

· Is an asset management process(es) in place to inventory and manage this new asset (investment) from a property management perspective, to provide configuration management support, and to monitor system performance?

In addition to the annual review of major systems, OCIO manages an IT acquisition approval process that integrates with the tiered CPIC process.  The IT acquisition approval process is the mechanism by which the OCIO monitors and reviews programmatic IT spending. The purposes of this process are to: 

· Improve the management of the underlying IT projects; 

· Provide a mechanism for ongoing project control reviews;

· Ensure compliance with applicable laws and rules; 

· Create an opportunity for information exchange between staff at the department level and at the agency level;

· Ensure alignment with USDA’s enterprise architecture; and 

· Address department-wide redundancies and inefficiencies where possible. 

· Investments that are shared in the following functional areas across the Department have a zero dollar threshold. 

Specifically, the functional areas include: 

· Accounting/Budget Execution;

· Budget Formulation/Salary Projections;

· Human Resources;

· Procurement (Purchase Card and other acquisitions);

· Property (Personal and Real);

· Payroll; and 

· Travel. 

As the components for proposed eDeployment architecture are developed, acquisition approvals will be based on compliance with CPIC processes.  

5.1.7 Relationship to the Service Center Modernization Initiative

The goal of the USDA Service Center Modernization initiative is to provide a Common Computing Environment (CCE) for Farm Service Agency, Rural Development, and Natural Resource Conservation Service personnel in Service Centers. The CCE will be built on a common Information Technology (IT) investment strategy, common telecommunications capability, common office automation tools, common administrative applications, and a common IT support organization. The eDeployment architecture will use the USDA Service Centers as a critical component of its hosting strategy.  The effort will seek to host components of the eDeployment services at Service Center locations to leverage existing assets.

6 APPENDIX A:  Application Components

6.1 FileNet Web Content Management Client
The FileNet Web Content Management (WCM) application is a Java based browser application that has the following requirements:

1. Microsoft Windows (2000 or XP) Professional

· Internet Explorer v5.5 SP2 and higher

· Netscape 6.21 & 7.1 and higher

· Mozilla 1.4 and higher

· Sun Java 2 plug-in v1.4.0 or later (installation may require Administrator privileges)

2. Macintosh OS X 10.2.x

· Internet Explorer v5.2.1 and higher (this will be the last version of Internet Explorer supported for the Macintosh)

· Sun Java 2 plug-in v1.4.0 or later (installation may require Administrator privileges)

Note: Mozilla or Netscape is not supported on the Macintosh platform.

6.2 IBM WebSphere Portal Client

IBM WebSphere Portal only requires a browser on the client side. In general, WebSphere Portal Server produces platform and browser-neutral markup, which will work with the majority of internet browsers. The following browsers and technologies are supported:

· Microsoft’s Internet Explorer (v5.0, 5.5, and 6.0)

· Netscape Navigator (v6.1 and higher is recommended)

· Browser technologies: Most browsers that support HTML 3.2, WML 1.1 or 1.2, and iMode 1.0 will work, though specific devices should always be verified. Additionally, cHTML is supported.

6.3 FileNet Server Components

The following components of the FileNet product suite are required for a Web Content Management solution that supports the USDA.gov portal. The following application components work together with the FileNet P8 architecture to provide web content management services.

1. Application Engine – This server component runs within a J2EE application server (WebLogic, WebSphere or Tomcat) and provides the application rendering for all client application JSP pages and WebDAV requests. The Application Engine is the core of the FileNet P8 applications.
[Platform: Windows, Solaris, AIX, HP-UX (Q1 2004)]

2. WCM Server – This component provides the web content management functionality including workflow, content entry and publication and deployment functionality. The WCM Server is a J2EE application and can be installed on the same server as the Application Engine.
[Platform: Windows, Solaris, AIX (December 2003)]

3. Content Engine – The FileNet Content Engine is a Windows-based COM application that manages the content, metadata and the storage location and relationships of all content objects. FileNet object stores can be defined as databases, file systems or combinations of both. For a given piece of content and its metadata attributes, the Content Engine manages the storage of these assets within the various object stores.
[Platform: Windows 2000 Server SP3]

4. Process Engine – The FileNet Process Engine is the server component that provides BPM or workflow services to the FileNet P8 applications.
[Platform: Windows 2000, Solaris, AIX (December 2003), HP-UX (Q1 2004)]

5. Rendition Engine – This application provides content rendering between various file formats. In order to convert files from one file format to another, this component is required.
[Platform: Windows 2000 Server SP3]

6. Imaging Engine - This application provides document imaging capabilities for the FileNet P8 applications.
[Platform: Windows 2000 SP3]

7. Process Analyzer- This application provides statistical reports about running workflows in the Content Engine
[Platform: Windows 2000 SP3]

8. FileNet Database – This is the database server for the Process Engine, Content Engine.
[Platform: Windows 2000 Server SP3]

9. FileNet File Server – This is the file store server for the Content Engine. 
[Platform: Windows 2000 Server SP3]

6.4 IBM WebSphere Server Components

Although there are components in addition to those listed below, the following list represents the software components necessary to support the USDA.gov portal using the WebSphere product suite.

1. WebSphere Portal Server – WPS provides concepts of delegated administration, cascading page layouts, portal federation through web services, advanced portlet application concepts, business process integration, knowledge management, document management, and advanced personalization.
[Platform: Windows, AIX, Linux (Intel & Z/Series), Solaris]

2. WebSphere Application Server – WAS provides the J2EE services, executes the Java portlets, JavaBeans, Java Server Pages (JSP) files and Enterprise JavaBeans (EJB), and is the platform for the portal server WPS. The portal server is simply an application that is deployed within the WebSphere Application Server.
[Platform: Windows, AIX, Linux (Intel & Z/Series), Solaris]

3. WebSphere Edge Server – An integrated solution for local and wide-area load balancing, content-based quality of service routing, and web content filtering and caching for multi-vendor web server environments.
[Platform: Windows, AIX, Linux, Solaris]

4. IBM HTTP Server (IHS) – IHS is an enhanced version of the Apache Open Source web server and includes a plug-in that interacts with the application server.
[Platform: Windows, AIX, Linux (Intel & Z/Series), Solaris, HP-UX]

5. WebSphere Site Analyzer – A web application that captures and analyzes web site data, producing reports on visitor traffic, visitor behavior, site usage, site content and site structure.
[Platform: Windows, AIX, Linux, Solaris]

6. Lotus Extended Search – Provides parallel, distributed, and heterogeneous searching capability across Lotus Notes databases, legacy data stores, web search sites and other sources. Note: IBM Release Notes indicate that this product is or will soon be bundled with WebSphere Portal Server v5.0.
[Platform: Windows, AIX, Linux, Solaris]

7. Information Integrator for Content (II4C) – II4C provides an enhanced foundation for access to both structured and unstructured data including information from IBM and non-IBM sources. It provides data access, expanded search capabilities, information mining, integration of workflow processes across all data stores, Intranet and Internet web crawling, and enablement of new applications that support categorization and summarization of document information.
[Platform: Windows, AIX, Solaris]

8. Relational Database Server – The relational database server stores shared data such as portal configuration data as well as portal-specific data, access-control data, meta-data for other components, and user data. WebSphere Portal and the Administration Interface can integrate with any JDBC v2 accessible database, or any ODBC database using the JDBC / ODBC bridge. Compatible database servers include DB2, Oracle 8i and 9i, and Microsoft SQL Server.
[Platform: Windows, AIX, Linux (Intel & Z/Series), Solaris, HP-UX]

6.5 Software Application Versions

The following paragraphs list the software components and version numbers for the FileNet and IBM components.

IBM WebSphere

· WebSphere Portal Server v 5.0

· WebSphere Application Server v 5.02

· WebSphere Edge Server v 2.0

· IBM HTTP Server v 2.0.42.2

· Lotus Extended Search v 4.0.1

· DB2 Information Integrator for Content v 8.2

· WebSphere Site Analyzer

· WebSphere Business Integration Server v 4.2.1

FileNet P8

The following FileNet P8 software components are included in the Technical Architecture. With the exception of Developer Toolkit, there are separate user, developer and enterprise (production) server licenses.

· FileNet P8 WCM Suite

· Content Engine

· Process Engine

· Application Engine

· Rendition Engine

· Web Content Manager

· FileNet Process Analzyer

· Process Analyzer Engine

· Process Analyzer Client

· FileNet Imaging Engine

· Developer Toolkit

· System Designer (ToolKit for CM/WCM/BPM)
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� US Department of Agriculture, NITC – Removable Media Manager, added 6/1/01, Internet, �HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_rmm.html"��http://ocio.wip.usda.gov/nitc/txnitc_service_rmm.html�


� US Department of Agriculture, NITC – Storage Management, added 6/1/01, Internet, � HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html" ��http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html�


� US Department of Agriculture, NITC – Storage Management, added 6/1/01, Internet, � HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html" ��http://ocio.wip.usda.gov/nitc/txnitc_service_sm.html�


� US Department of Agriculture, NITC – Contingency Planning, Disaster Recovery, added 6/1/01, Internet, � HYPERLINK "http://ocio.wip.usda.gov/nitc/txnitc_service_cpdr.html" ��http://ocio.wip.usda.gov/nitc/txnitc_service_cpdr.html�
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