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1 Introduction

USDA developed an eGovernment Strategic Plan to establish a comprehensive vision and direction for the Department and its agencies for electronic commerce for the years (FY 2002-2006). The Plan was developed to:

· Break down organizational silos by taking a “citizen-centered” view of program and service delivery; 

· Avoid redundant approaches and save money by leveraging resources — seeking opportunities to collaborate across USDA agencies, throughout the Department, and with other Federal departments (including Presidential Initiatives under the auspices of the Office of Management and Budget (OMB); 

· Prioritize opportunities and devote resources to those with the largest impact; and

· Create a sense of ownership and shared vision for the Department as a means to foster cultural change.

To realize the goals set forth in the Strategy, USDA has undertaken several Department-wide initiatives.  These include “strategic” initiatives intended to improve the delivery of USDA programs and services, and “enabling” initiatives that provide the underpinning people, technology, processes, and standards to support these strategic initiatives.  Among the enabling initiatives are a suite of technology services and standards called “eDeployment.”  eDeployment gives USDA and its respective agencies the ability to create net-centric applications that enhance program and service delivery according to the goals defined in the eGovernment strategy.  Specifically, eDeployment makes possible the following:

· A consistent and easy to use interface for all online applications, 

· The discovery, sharing, and management of online content, documents, records, and other electronic media, 

· The consolidation and sharing of data, 

· Accessing information and services by area of interest versus USDA’s organizational structure,

· The ability to leverage existing technology investments, and

· Adherence to legislative mandates and participation in Presidential Initiatives.
The purpose of this document is to outline the Technology Architecture plan for the design and implementation of the eDeployment initiatives.  The eDeployment initiatives are:

· Web Content Management; 
· Document/Record Management; 
· Portal Services; 

· Web Presence: and 

· Data Management.

Although strategic initiatives will be touched upon in context of how they fit into the eDeployment architecture, they will not be addressed in detail. Additionally, portions of this document refer to concepts around enablers.  However, since eDeployment capabilities are a subset of the enablers initiative, all concepts that apply to enablers by default transfer to eDeployment.
Please note that this is a business case phase document.  It should be expected that through out the vendor selection, design and development phase, contents of this document may change and evolve in response to additional information, design decisions, vendor product limitation, implementation events and user requirements.
1.1 The Enabler Technology Vision  

The enabler initiative, which encompasses eDeployment, focus on addressing common needs across the Department.  Once delivered, the enabler initiatives will make available a suite of capabilities that can be leveraged by agency/cross-agency applications and business processes which would have otherwise been developed by agencies separately.  By using components from the enabler framework, agencies can deploy better quality applications quicker and cheaper fulfilling the USDA goal of maximizing on IT investments.

Figure 1‑1
 presents a simplified representation of the enablers’ vision.
[image: image5.png]



Figure 1‑1: eGovernment Enablers


Figure 1‑1
 depicts the current state of affairs.  It illustrates duplication of capabilities across Agency 1 and Agency 2 to address a common technology need.  The right side demonstrates a scenario where the enabler initiatives would facilitate the sharing of components, eliminating redundancies.  Please note that the term “component” refers to any application, group of applications or module of code that is either built custom or uses off-the-shelf software.  The specifics of the scenario are as follows:

Current

· Agency 1 builds a system that contains components A and B, which are not specific to the business process of the Agency. An example would be a capability that allows the management of files within a given application.  This capability is generic and is not specific to any business process.

· Agency 1 also builds and integrates Agency-specific component x with components A and B to deliver a complete system that addresses a business need.

· Agency 2 faces a different business problem and builds a system to address its respective business need.  However to deliver a solution, Agency 2 has to build components that are not unique to Agency 2’s business. 

· In addition, Agency 2 builds business specific component v and integrates it with component B to deliver a complete solution.

Future

· In the future scenario, since components A and B are common across multiple agencies, they are offered as eGovernment enablers.  

· Agency 1 would leverage enabler components A and B and integrate them with the business specific component x to address a unique business problem.

· Agency 2 would also leverage component B and integrate it with v to address its respective, unique business need.

· As the eGovernment program matures and more common technology needs are identified, more and more components could be made available to be used cross the enterprise.  In the diagram, components D and E represent future capabilities to be made available to the agencies.

Besides the cost savings and speed to deployment that is evident through sharing of components, as illustrated in the above scenario, common services also promote a more fluid sharing of data and applications across agencies.  This will heighten customer and partner experience by allowing the delivery of comprehensive, relevant and timely information and services while enhancing employee productivity. It is critical to stress that the eGovernment enabler effort recognizes that services offered by an agency and the business processes that support those services are greatly varied.  The effort does not envision building a one-size-fits-all solution but rather focuses on addressing common, fundamental needs across the department. An agency would build its business specific end-to-end solution using the core capabilities made available by the enablers.

1.2 Approach to Define the Technical Architecture

In defining a technical architecture for eDeployment, a process was followed to ensure that the architecture suits the functional needs of the department as well as fit in the current USDA technology environment.  The key steps in the process are listed below.  Steps 1 through 4 have already been performed as part of the select level business case.

1. Assess functional requirements;

2. Identify technical requirements;
3. Assess current capabilities;
4. Create logical architecture;
5. Perform vendor selection (software, hardware, application platform etc);
6. Outline architecture guiding principles;

7. Create physical architecture; and 

8. Continual modification of architecture.
Working groups comprised of representatives from each agency collectively identified functional requirements for the proposed eDeployment services.  Through meetings and deliverable reviews, the working group members refined the list of requirements that will ensure that their respective agency needs are addressed by the proposed enabler capabilities.  These functional requirements served as the most critical input to the development of the eDeployment technical architecture.  The architecture effort will design a system to address these functional requirements.  In addition to functional requirements, technical requirements were identified to ensure that components of the architecture are fulfilling the functional requirements in “the right way”.  Technical requirements pertain to the inner-workings of a solution to ensure ease of integration, optimal performance, adherence to industry standards etc.  

Another activity performed in formulating the eDeployment technical architecture is an assessment of current capabilities within USDA.  This activity helps identify assets within USDA that can be leveraged in the implementation of eDeployment.  The eDeployment architecture team researched existing agency applications in the areas that pertain to the proposed capabilities as well as assessed USDA hosting facilities that may be used to house the solutions.  Based on the results of steps 1-3, a logical architecture was created.  The logical architecture represents the key components of the architecture and how they interact with one another.

Current Architecture

Some due diligence was performed as part of the select business case effort to evaluate the existing capabilities of USDA.  This exercise focuses on assessing existing applications, hosting facilities and skill sets within USDA in the areas addressed by the eDeployment initiative.  The results of this assessment, in conjunction with functional and technical requirements, have been used as inputs to developing the technical architecture.
1.3 Overview

In designing a new solution, it is prudent to assess the current environment that the solution will be deployed to.  The makeup of the existing technology will drive the design of the solution as well as help identify technology components that can be leveraged.  
1.4 Applications

Currently, USDA Agencies are individually addressing the areas of Web Content Management, Document/Records Management, Portal, Web Presence and Data Management.   Agency solutions range from manual processes to custom and third party software. Table 2.2: Existing USDA/Agency Initiatives provides an inventory of some of the key existing applications in the relevant areas.  Please note that the intent of the list is to provide a sample of the major efforts and does not serve as a comprehensive listing of all applications within the Department.

Table 2.2: Existing USDA/Agency Initiatives

	Category
	Agency
	Vendor/System Name
	Status
	Comments

	Collaboration/Authentication
	FNS
	Partner Web
	In Production
	

	Content Management
	ERS
	IBM
	Unconfirmed
	

	Content Management
	FS
	Open Market
	Proof-of-Concept
	

	Content Management
	ERS/NASS/WAOB/OC

Contact Agency:  ERS  
	USDA Economics and Statistics System—This system contains nearly 300 reports and datasets from the economics agencies of the U.S. Department of Agriculture. These materials cover U.S. and international agriculture and related topics. Most reports are text files that contain time-sensitive information. Most data sets are in spreadsheet format and include time-series data that are updated yearly.  
	In Production
	http://usda.mannlib.cornell.edu


This site is maintained by the Mann Library of Cornell University, and is a collection of databases and periodical reports. Users have the option of viewing online, downloading or receiving text versions of new reports by email.

	Document Management
	CREES
	FileNet coupled with a TrueArcs Foremost
	In Development
	

	eLearning
	APHIS
	MGen
	Implemented
	

	eLearning
	FS/FSIS
	TIPS combined with Virtual Training Assistant (VTA)
	In Production
	

	eLearning
	RMA (OC)
	MGen
	In Production
	

	eLearning
	NRCS/RDA/FSA/AMS
	I-CAMS (Internet Combined Administrative Management System)
	In Production
	

	Portal
	AMS
	Portal Application - Microsoft SharePoint
e-Works and TruArc
Approve It by Silanis and PrivaSeal by Aliroo for the digital signature
	This project is in production being re-architected.
	www.ams.usda.gov

This portal is used for information dissemination, training, and interactive form use with the public.  The site has an average of 90,000 hits per day.


Currently working on corporate portal for which contract has been awarded. The Corporate Portal is designed to be an inward facing portal that will only be used for AMS employees.  Primary emphasis is workflow and records management.  SI International is working on the contract and selected software is Microsoft's Share point.

The Market News portal is an outward facing portal dealing primarily with market news reports.  The contract was just awarded to Sytel.  The project should start the week of November 18.

	Portal
	NAL
Partners: http://www.central.agnic.org/agnic/partners/ 
Contact Agency: NAL (Governance Info: http://www.central.agnic.org/agnic/about/)
	AGNIC.org
	In Production
	AgNIC.org - (Agriculture Network Information Center):  AgNIC is a guide to agricultural information on the Internet as selected by the National Agricultural Library, Land-Grant Universities, and other institutions. This portal "crawls" selected government and university web sites for agricultural information

	Portal
	OC
	Commodity Market Information System
	Business Case Phase
	A one-stop portal for providing Departmental commodity market information to its internal and external customers.


The WAOB has a contractor on board to develop the Select Phase business case, which will scope out the anticipated number of users, collaboration features, users of collaboration features, and implementation steps, including training.  An interagency budget initiative to develop the CMIS is pending in Congress as part of thee FY 2003 appropriations process.

	Web Presence
	FSIS
	Microsoft SharePoint
	Approved
	This is a Web Redesign project starting in 11/2002.


Although these different applications may be effective in addressing their respective agency’s business needs, they are not shared assets across the Department.  

1.5 Network


USDA’s current telecommunications network is comprised of numerous overlapping Agency networks that connect at major Internet access points operated by the Office of Chief Communications Officer (OCIO). 

The eDeployment team will work in collaboration with the UTN team to enable a telecommunication architecture that suits eDeployment initiative. The cross-initiative collaboration of efforts will reduce time and cost of implementation. Some telecommunication assets are already in place and will be leveraged wherever possible. The eDeployment team will continuously assess the need for additional telecommunication components to cater to the growing user population as the solutions are rolled-out to agencies.  Please refer to the eDeployment Telecommunications Plan document for more details.

1.6 Facilities and Operations

The eGovernment team performed an evaluation of existing hosting capabilities within USDA.  There are three primary hosting organizations within USDA: National IT Center (NITC), Service Centers, and agency hosting capabilities. These hosting capabilities currently house all of USDA’s business critical applications. Capabilities that will be deployed to support eDeployment will also leverage a combination of all three types of facilities to ensure maximal performance and availability of the systems.  Since the eDeployment effort serves all USDA agencies, it is of the utmost importance that selected hosting sites adhere to all terms of Service Level Agreements outlined.  The assessment effort has thus far focused on research as well as a site visit of a NITC facility.  Further site visits are planned to evaluate the Service Center and agency computing environments.

1.6.1 NITC

The primary NITC hosting/computing facility is located in Kansas City, MO.  NITC is a fee for service organization that caters to both USDA and external clients.  Application owners are charged monthly fees for server use, operational support, application support, data storage etc.  Some key features of the NITC Kansas City facility include physical security (biometrics), redundant power supply, backup power generators and network connectivity.  NITC is currently supporting 659 applications collectively at its centers. A majority of these applications (61%) are being hosted at the Kansas City and Washington D.C. locations.
Figure 2.4.1 provides a high level architecture of the NITC Kansas City data center.
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Figure 2.4.1: NITC Data Center Architecture 
The Data center hosts mainframe as well as midrange servers running all major Operating Systems (S390, HP UNIX, SUN Solaris, Linux, Windows).  NITC is also vendor agnostic on the application level supporting all major databases (Oracle, SQL Server, DB II etc) as well as web servers (Web Sphere, Apache, IIS etc).  A large Storage Area Network (SAN), Backup & Recovery services and a near-line tape solution (StorageTek) are additional critical services that help NITC deliver value to its customers. 
1.6.1.1 Maintenance

NITC provides application support services such as database administration and web administration services as well as support for new releases of agency and Department applications. Operating System, Hardware and database upgrades also fall within the scope of the services offered by NITC.
1.6.1.2 Tape Management

NITC uses IBM’s Removable Media Manager (RMM) to handle tape management functions. RMM provides automated functions, such as tape initialization, extraction, and expiration processing; management of tape movement and retention throughout the life cycle; recording of dataset and volume information; and management reporting.

NITC’s configuration of 165 tape drives consists of model 5580, 4490, 4670, and 9490 drives. The tape library managed at the NITC facility totals approximately half a million tape cartridges and 100 round reels. NITC also operates two StorageTek Automatic Cartridge Systems with a total capacity of 11,000 cartridges.
1.6.1.3 Storage Management

The Storage Area Network (SAN) leverages a Veritas Storage Management Solution, a Silkworm 380 Fabric Switch, HITACHI 9960 storage devices, and a StorageTek Nearline Tape.  NITC continuously performs Direct Access Storage Device (DASD) administration on all DASD volumes and associated datasets.  It currently provides 14.1 terabytes of online space through the use of Redundant Array of Independent Disks (RAID). The NITC DASD specialists administer online space requirements of over a million datasets.

NITC uses specific DASD pools, specialized software, migration, back-ups and utilization reports. Some of the specialized software used by DASD administrators is as follows:

· Performance solution by Softworks: a performance product that reduces VSM import or load time (ad CPU cost);

· Partitioned Data Set Extended (PDSE): a component of IBM’s DFSMS system-managed storage software that reduces or eliminates the need to compress PDS-type datasets;

· DFSMShsm by IBM: the dataset migration tool used to migrate unused datasets to tape. Incremental back-ups are also performed with this product;

· ASTUTE by ASTCO: primarily used for reporting on migrated datasets;
· DFSMSdss by IBM: used to perform full volume DASD back-ups and restores; also moves datasets between DASD pools; and

· Ca-Extended /DASD: provides automatic compression of space in VSAM datasets.
Two StorageTek Powderhorn Automatic Tape Libraries provide 24/7 access for up to 11,000 tape cartridges without manual intervention.
1.6.1.4 Backup
DASD datasets are backed up for the purpose of dataset restoration at the NITC’s computer center. Backup activities include the following:

· Incremental backups: Backups of new or updated DASD datasets are taken nightly. Backup tapes are kept on-site in the tape library.

· Weekly/monthly full volume backups: Backups of all DASD volumes are accomplished on a weekly and/or monthly basis. (Retention for monthly back-ups is no longer.) Full volume backups are used at the NITC and are kept off-site (but can be recalled whenever needed.)
· ABARS backups: IBM Aggregate Backup and Recovery Support (ABARS) software is used for NITC disaster backup and recovery. NITC customers are responsible for determining the applications saved and the frequency of these backups.
Disaster Recovery
To ensure continued service in the event of disaster at any of its centers, NITC has developed contingency plans. NITC uses the ABARS software to backup critical data and applications. NITC and its customers continually participate in testing the Contingency plans and conduct “hot site” exercises.

Part of NITC service includes helping customers develop and maintain their ABARS code. The back-up tapes produced when these procedures are executed are stored in safe, off-site location, away from the Center’s tape library.

During an actual disaster recovery (or as practiced during the contingency “hot site” testing), the following procedures are used to quickly get the customer processing again:

· First the NITC production Operating System is restored using Center-produced back-up tapes.

· Next, customers are given access to the hot site computer system to recover critical applications that have been previously backed up and taken to an off-site location for storage.

· NITC personnel are available through the duration of the “hot site” tests to assist customers in restoration of data.
1.6.1.5 Help Desk / Technical Support
NITC and Service Centers provide wide-ranging help Desk and Technical support to their customers. The support services include application support and documentation. Apart form these support services; the USDA Centralized Help Desk (CHD) provides help assistance to users across the country.  The country is divided into three sections for the purposes of administration. The three help desk locations are as follows:
· St. Louis, MO;
· Kansas City, MO; and 

· Ft. Collins, CO.

1.6.2 Service Centers

Service Centers provide application-hosting facility for  the following USDA Agencies: Farm Service Agency, Rural Development, and Natural Resource Conservation Service. The Service Centers have an operating system specific infrastructure that includes network servers at each Service Center, desktop and portable workstations, peripherals and other related equipment, and modern commercial software.  
The Service Center Modernization initiative has developed a Service Center vision that will furnish the primary tools for connecting and sharing information about customers and programs as well as implementing re-engineered business applications to enable the Service Center of the future. Figure 2.4 illustrates the Service Center vision.
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Figure 2.4.2: Service Center Vision 
Components of the enabler solutions may be hosted at the Service Centers to ensure optimal performance and high availability.  Technology and operations infrastructures that are currently in place at the Service Centers will be leveraged for the eGovernment components that are housed there.   The Service Centers also have an Interoperability Testing Lab, which will be used to ensure that all the eGovernment components to be hosted in the Service Center locations are a fit for the Common Computing Environment (CCE).

1.6.3 Human Resources

In addition to technical infrastructure and operational services, the USDA has resources available covering a wide range of skill sets.  Some of the relevant skills within USDA include:

· Telecommunications Services;

· Storage Management Solution administration;

· Tape Management functions;

· Contingency Planning, Disaster Recovery;

· Service Center Common Computing Environment Architecture;

· Network administration;

· Windows NT, UNIX, AS/400, IBS S390, SUN Solaris, DB2, SQL Server, Oracle;

· Database and applications design and development;

· Oracle, Sybase, Informix, System 2000, RDB, Microsoft Access, dBASE IV, and R:BASE; 
· Database and Website development and integration (e.g., Cold Fusion, NetDynamics)

· COBOL, Fortran, C, C++, Pascal, Perl, Java, Java Script, Motif 

· Oracle Designer and Developer 2000 
· Integration and testing across multiple platforms; 

· IBM/MVS, AIX, X Windows, MS Windows and Windows NT 

· IBM Mainframe, UNIX Workstations (IBM RS/6000, SUN, HP) 

· Honeywell Bull, Data General, DEC VAX 

· Database and applications maintenance and support; 

· Database administration 

· Applications maintenance 

· Help Desk; 

· Website development and management;

· Webmaster 

· Site and page design and development 

· Requirements analysis 

· Development of site/page standards 

· Website backup 

· Usage reports 
· Database and Web Technical documentation.

Architecture Drivers

Before delving into the proposed architecture, it is helpful to note the key drivers that were considered.   These drivers dictate the nature of the final architecture.

Suitability 

The solution technology must be suitable for the Department’s business (functional) requirements as well as suit the technological environment. Suitability to both the business and technological environment is further complicated due to changing business needs and market trends.  It is of prime importance that the solution technology should remain suitable over a period of time and be easy to adapt to support future requirements.
Performance 

Performance measures the ability of a system to deliver the intended capabilities within the specified application response time. One of the key goals of the designed solution should be to meet the minimum Performance Standards. These performance standards are derived from business requirements.  The solution has to perform at the required level under stress from large volumes and sudden traffic peaks, and with possible diversities in user configurations.

Resilience  

Resilience is the ability to cope with problems gracefully, as opposed to failing at the smallest error. Internet technology has enabled the deployment of applications to a large audience.  A large user community inherently makes user training a difficult task.  Systems require minimal reliance on user education and should provide adequate exception handling to ensure that errors are not encountered.

Interoperability 

Interoperability is ensuring that all parts of the system work together. Interoperability is of prime importance for the eDeployment initiative as it encompasses various components; namely Web Presence, Portal Services, Web Content Management, and Document Management.  Additionally in the current market, it is becoming more common to assemble a solution from components provided by multiple vendors.  Interoperability between vendor products within an initiative, interoperability of the enabling initiatives, as well as interoperability with existing USDA systems all fall into this category. This driver relies on the need for strong architecture skills and proper testing.

Availability  

The Technology Architecture must be able to support the application at the required times (such as running on a full 24/7 schedule).  Opening access to corporate applications through the Internet typically extends the availability requirements. However, there is a cost trade off with high availability. Having applications offline for a short period during low usage hours might be a realistic alternative to handle backup and other maintenance operations, compared to the added complexity and cost of 24/7 availability. There are two types of availability stops:

· Planned availability stops (such as maintenance activities); and

· Non-planned availability stops (such as unpredicted hardware or software malfunctions) 

The availability and maintenance stops should be based on Application by application basis. 

Security 

The solution must support the appropriate levels of security.  Security becomes a critical driver at USDA due to issues such as privacy of data and national security.  Security considerations are discussed in further detail in the Technology Profile - Security Plan select level business case deliverable.  

Scalability  

A solution is scalable if it can change to meet an increase in transaction/request volume. The scalability driver is critical at USDA, as the Enabler capabilities will be rolled out to Agencies incrementally.  As more Agencies come on board and more Agency applications leverage the Enabler components, the solution has to scale to accommodate the increasing number of users and volume of data. 

As defined below, scalability can be either vertical or horizontal:

· Vertical scalability is the ability to increase the power of a particular hardware component to support growth (for example, adding CPUs, RAM, cache, disks, etc. to a server). Vertical scaling offers quick solutions to many scalability issues, but the law of diminishing returns dictates that there is always a level at which simply adding more hardware has very little effect; and 

· Horizontal scalability is the ability to increase the number of parallel hardware components to support a particular part of the architecture (for example, introducing a new application server or database server). 

Flexibility  

Flexibility is the ability to change the solution to quickly meet new business requirements. Flexibility is not a single entity. Generally, it is the combination of other architectural goals. Adhering to industry standards and use of Enterprise Application Integration solutions, as opposed to custom system interfaces, are some ways to ensue solution flexibility. 

Equipment  

Equipment make-up is another factor in the solution design.  Equipment can generally be classified into:
· Terminal devices (client), such as personal computers, mobile devices, interactive TVs, and kiosks; 

· Network (access channel), such as network (Internet) access point, routers, modems, and firewalls;  and 

· Server devices, such as web servers, application servers, video stream servers, authentication and authorization servers. 

As a general rule, scalability, performance, and reliability should be the prime considerations in obtaining network and server equipment. 

Competency  

Developing and maintaining the appropriate levels of competency is critical to the success of the eDeployment initiatives. In addition to developing the right mix of skills through training and recruiting, special attention must be paid to retain highly valued skills and anticipate turnover. Alliances and partnership can help ensure that the right mix of competencies is available through shared resources. 

The above drivers, in conjunction with functional requirements, were used as inputs in deriving the technical requirements identified for the eDeployment initiative.

Target Architecture

1.7 Overview

The target architecture focuses on defining a scalable and robust architecture that will address Department eDeployment needs; it will promote the leveraging of current investments and integration with other enterprise initiatives on the Department and Agency levels.  The following sections address the proposed architecture to be used to bring the eDeployment vision to fruition. This section provides multiple views of the proposed architecture. The logical architecture view depicts the different enablers and initiatives, their relationships and how they fit together. Based on the logical view, the physical architecture will be developed. As noted earlier, this architecture is based on information that is currently available.  It is expected that throughout the vendor selection, design and development phase, contents of this document will change and evolve in response to additional information, vendor product limitations, implementation events and user requirements.

1.7.1 Conceptual Model
Figure 4a Overall Conceptual Model shows a model representing the different tiers of the proposed enabler solutions and how they interact with existing and planned components.  The model breaks out the components into three primary layers: presentation, business logic/application and data layers. Components in the presentation layer deal with user interface tasks, the business logic/application layer contains the components that perform processing logic, and the data layer is comprised of data repositories.  In delivering service to citizens, employees and partners, Agency and Department applications would orchestrate capabilities available in the different layers of the framework.  


Figure 4.1.1
a provides a simple depiction of the flow of information between the different layers in the conceptual model.
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Figure 4.1.1a: Information flow in a three-tiered architecture

[image: image13.bmp]
Note: In reading the diagram, user interaction flows from the top of the layered diagram to the bottom.  Inversely, data travels upward through the different layers of the framework. 


Figure 4 shows enabler components, strategic eGovernment components, existing and future agency applications, data repositories within and outside USDA and support components that will sustain the enabler and strategic eGovernment initiatives.
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Figure 4.1.1b: Overall Conceptual Model

There are three layers in the conceptual model:

· Presentation Layer;

· Business Logic/Application Layer; and

· Data Layer.

The various components within the model interact with one another within and across the different layers.  This architecture will enable the delivery of services to the different USDA user communities.  All USDA sites will adhere to common look and feel standards (web presence) that promote usability and reinforce consistent USDA online brand.  Portals will sit in front of different content and transactional systems aggregating and delivering content and services in a user-centric manner. Web Content Management, Document Management  and eLearning components will be added to the array of agency and inter-agency applications that automate different business processes.  The eAuthentication component will provide department wide authentication services to the different applications in the Business Logic/Application layer.  The Content Aggregation component provides indexing and enterprise search capability for the different business process driven applications depicted above it in the conceptual model.  The final layer, Data Layer, is comprised of the different USDA structured and unstructured data stores (web content, documents, databases) that feed content/data to the applications in the Business Logic/Application Layer. The components of these layers are described in detail below:

1.8 Presentation Layer

1.8.1 Web Presence/UI

The Web Presence component is an eGovernment Enabler initiative that seeks to implement a consistent User Interface across all USDA web applications.  Currently, both internal and external USDA web applications do not have a uniformed look and feel.  Web Presence initiative proposes the creation of Department-wide look, feel and navigation standards as well as introduce user interface design best practices for USDA sites.  This will enhance ease of use of USDA applications as well as create an online identity for the Department. Often neglected in traditional systems development, user interface design becomes a big barrier to customers using an application effectively or using the application at all.  Although the USDA standards will seek to establish a baseline for all applications, they will also provide leeway for Agencies to design applications that reflect their unique identity and target audience.

1.9 Business Logic/Application Layer

1.9.1 Portal
A portal is a term that is often loosely used/misused.  A portal integrates application systems, knowledge systems, and content in a centralized place for a targeted audience.  

There are several categories of portals based on purpose and target audience:

· Public Web Portals - The portal concept was mainly inspired by the success of publicly available websites, such as myYahoo! These sites exist to provide easy-to-use and attractive services to members of the public, and are usually based on a search and/or navigation system to help surf the Web. Although basic in functionality compared with most other portal types, public portals have helped to set expectations about important portal functionality, such as personalization.

· Enterprise Portals - An enterprise portal provides personalized access to information about a particular company. These are sometimes called corporate portals. Some enterprise portals are created to assist company's business partners - suppliers and customers - while others (often termed intranet portals) exist for the benefit of the company's employees. An enterprise portal that can be personalized to provide information to both internal and external offices - a 'complete' enterprise portal - has significant potential for achieving economies of scale for deployment and management, compared with deploying separate portals.

· Workspace Portals - The key requirement for a successful workspace portal is to increase the effectiveness of employees by improving the reuse of intellectual capital within the organization. For example, a workspace portal could help consultants in a service company to locate reusable information for a proposal, or it might provide collaborative space for a team working to deliver a project, or even provide price and competitive information for a sales team. Workspace portals are sometimes called knowledge portals.
· Marketspace Portals - Marketspace portals exist to support business-to- business or business-to-consumer eCommerce. Key success factors for this type of portal are software support for the eCommerce transactions and more complex functions like supporting group discussions with vendors and/or buyers.

Based on the depth of the content that a portal covers, it can be classified as a vertical or a horizontal portal.  While the content of a horizontal portal covers a broad range of areas, a vertical portal focuses on a narrower spectrum of subjects but covers them at greater depth. The portal enabler initiative seeks to create the capability that will allow USDA and its agencies to create different types of portals to address both enterprise-level and Agency specific needs by aggregating applications and data sources.

Web Content Management
Web Content Management tools greatly simplify web application creation and maintenance tasks while improving the quality of the site.  Solutions employ features such as templates, workflow, version control, collaboration etc to eliminate processes that were traditionally manual, inefficient and often compromised the quality of the application.  The Web Content Management initiative proposes to introduce enterprise content management capabilities that can be leveraged by Agency and cross- Agency applications.  Time to deployment of Agency applications will be greatly reduced with the implementation of this initiative.

1.9.2 Document/Records Management
Document management refers to the applications and process that enable the sharing of intellectual assets within an enterprise through effective document sharing.  By employing features such as metadata management, workflow, publishing, searching, collaboration etc, document management reduces the re-creation of document assets within an organization resulting in improved product quality, shared knowledge and collaborative efforts.  The Document Management initiative will provide enterprise document management capabilities to reap the benefits of asset sharing.

1.9.3 eAuthentication
eAuthentication, another Enabler initiative proposes user authentication, single sign-on and digital signature capabilities that can be leveraged by all agencies.  The process of authenticating a user is necessary across most USDA applications and thus it is a good candidate for an enabler initiative.  This component will validate a user’s identity prior to the user gaining access to a desired application.  Although authentication of the user’s identity will be addressed by the new eAuthentication capability, user authorization, which dictates the different application features that a user has access to, still falls within the domain of the application.

1.9.4 eLearning
The eLearning enabler initiative will introduce a learning management/learning content management system that will be used across USDA agencies.  Course management, student management, performance evaluations, reporting, and a host of course delivery vehicles will be available to agencies to create targeted, business specific learning experiences for their employees and customers.  

1.9.5 eLoans
The eLoans initiative is a Strategic eGovernment initiative that seeks to automate and centralize the loan processes that are common across Agencies.  Since this is a Strategic initiative, it will not be addressed in detail within this document.

1.10 Data Layer

1.10.1 Content Distribution
Due to performance, security and other considerations, centralization of content is not always the ideal scenario.   The content distribution capability will allow the distribution of content to the most ideal location in order to ensure best performance of applications.

1.11 Agency & Cross Agency Applications

The Agency and cross Agency application components represent existing and future Agency applications that will interact with the different Enabler components.  These applications may or may not be delivered to the user through the portal component.  The decision to deliver an application through the www,USDA.gov or any other portal would be based on the nature of the portal and the targeted use.  For example, an Agency application may use the Web Presence and eAuthentication components, leverage web content management capabilities and extract content out of a shared database repository as well as an external content source.  These Agency and cross Agency applications are business specific solutions that leverage tools provided by the different enabler initiatives.

1.11.1 Digitop
This component represents an instance of an Agency/cross Agency application that would use the framework. The Digitop application is a tool that enables USDA employees to access external research content services.  With the introduction of the enabler components, the Digitop application could incorporate relevant internal content with external search results to provide the user with more comprehensive content.

Content Aggregation & Application Integration
The content aggregation and application integration component is a piece that enables the linking of different applications and content repositories.  This layer will allow application to access services and content (structured and unstructured) that exists across USDA.  A generic integration framework and universal indexing capabilities will promote universal access to application functionality and content. This is a key capability that will reduce development time of applications while allowing agencies to deliver better service to their customers.   Security controls will be built-in to ensure that the sharing of content and application services is appropriate.

1.11.2 Enterprise Web Content
The enterprise web content component represents content that is managed through the web content management component.  Note that this does not mean that the content is centrally stored.  This component represents a virtual repository of web content managed by the web content management component.

1.11.3 Enterprise Document Content
Much like the enterprise web content, the enterprise document content represents a virtual document repository that contains unstructured content managed by the document management solution.

1.11.4 Shared Database Content
As the concept of shared capabilities evolves, there will be cross Agency applications that will share database content.  These repositories would be things such as data warehouses and database of records for existing data elements as well as new data that may be needed to support functionality of shared application.  Shared database repositories will reduce data redundancy and promote data integrity.  Data Management standards and policies, over time, will enhance data quality and reusability. 

1.11.5 Agency Database Content
This component represents databases owned by and house agency specific structured data.  Contents of agency specific databases will be more shareable through the content aggregation and application integration component with appropriate considerations made for content security.

1.11.6 External Content Source
The external content source component represents external data sources such as web sites and reference repositories that may be leveraged to provide comprehensive information to the user.

1.11.7 Data Management
The data management Enabler initiative specifically addresses data sharing across database repositories by promoting consistency of data elements and database models.  By establishing standards across the disparate repositories and providing hands-on database design and development services, over time, the Data Management program will promote fluid data flow between applications and minimal data redundancy.

1.12 Use Cases

Agency and Department applications use the capabilities provided within the components of this conceptual model to deliver a business service.  The three scenarios depicted below demonstrate how an Agency application orchestrates different components in the conceptual model to deliver a business specific capability. 

Scenario 1
The following depiction illustrates a scenario where Agency 1 creates an internal web-based application.




Figure 4‑2: Agency 1 Scenario
Figure 4.6: Agency 1 Scenario

Scenario 2:
The following depiction illustrates a scenario where Agency 2 creates publications that are sent to print and searchable through a portal.




Figure 4.6b: Agency 2 Scenario 

Scenario 3:
The following depiction illustrates how Agency 3 would leverage the eGovernment capabilities to create a workgroup Portal to promote efficiency. 
















Figure 4.6c: Agency 3 Scenario

1.13 Intended Uses of the Architecture

The target architecture is the foundation to meet the business and technical requirements of the initiative.  It is crucial in setting the standards and providing technical assistance to completing the initiative’s component integration, database design and infrastructure design.  It is evident that the systems and data distributed across organizational business units can be orchestrated to minimize costs and deliver maximum value to the end-user.  Industry-proven technology, in conjunction with people and processes, will be leveraged to provide comprehensive, relevant and on-time information, enable user-centric application design, foster collaboration within Agencies and cross-Agencies, reduce application development time and cost, mitigate content and business process redundancies, and minimize time spent on back office processes.  

1.14 Scope of the Architecture

The eDeployment initiative is a Department-wide program, reaching all 29Agencies.  The technical foundation for eDeployment enablers - Portal Services, Web Content Management, Document Management, Web Presences and Data Management - is rooted in the target architecture.  Although the target architecture interacts with the eLearning and eAuthentication enablers, these enablers are not in the scope of the eDeployment architecture. The presence of these components depicts the dependencies and interfaces between the various eGovernment enablers.

1.15 Depth of the Architecture

The eDeployment initiative will fundamentally change the technical capabilities of the Department.  Utilization of the new systems will increase productivity by bringing improvements to business operations and transaction processes.  Interoperability between the eDeployment Enablers will support workflows to ensure an automatic flow of information, a greater accountability on projects and a timely completion of tasks.  Likewise, the Portal and Web Presence Enablers will be a more effective outreach platform to Department employees, clients, and the general public.  

Enterprise Architecture Impacts

1.16 Relationship to Current IT Initiatives

Initiatives, such as Cyber Security, Enterprise IT Acquisitions, and Universal Telecommunications Network (UTN) that are currently underway must be taken into consideration in developing the eDeployment architecture. Changes to these plans, in relation to the Enterprise Architecture, must be evaluated in the context of the eDeployment. 

1.16.1 Relationship to Enterprise Architecture

eGovernment efforts and the Enterprise Architecture will continually interact and reinforce each other.  As a key planning and risk management tool, USDA’s EA will be the essential mechanism for ensuring that USDA’s eGovernment initiatives are coordinated with the Department’s current and future information and IT-related activities.  This effort will ensure that returns on federal dollars and the Department’s eGovernment efforts are maximizes.

1.16.2 Relationship to eGovernment

eDeployment is at the core of the eGovernment Program. The eDeployment architecture has to support as well as integrate with current and future eGovernment initiatives.  The proposed architecture surrounding the eDeployment’s Enablers—Portal, Web Content Management, Document Management, Web Presence and Data Management—are inline with concepts of the eGovernment Enterprise architecture at both the Department and Agency levels.  The architecture is also designed to work effectively with other eGovernment strategic initiatives such as Digitop and Enablers such as eAuthentication and eLearning. 

1.16.3 Relationship to the Cyber Security Architecture

USDA’s cyber security architecture is a critical component of the eDeployment initiative.  The security architecture in development will be standards-based and adheres to an operating principle that ensures the protection of assets, continuity of operations and delivery of services.  

USDA has adopted an approach to cyber-security management and operation across the Department’s backbone telecommunications network.  OCIO has responsibility for the backbone network. It has installed filters, firewalls and monitoring devices to improve the Department’s ability to detect and prevent intrusion.  Furthermore, OCIO has positioned security technicians to provide constant monitoring and reporting of suspicious or potentially damaging network traffic.
OCIO’s new cyber security architecture initiative will include:  

· Analyzing the current USDA business requirements, IT environment, and security controls to establish a baseline of current security needs.  The baseline will include: technologies and procedures such as:  identification and authentication, authorization, access control, encryption, confidentiality, infrastructure protection, distributed enterprise, non-repudiation, electronic signature, and special security requirements;

· Researching the commercial market for products that meet the security needs of USDA;

· Developing a security solution selection methodology that will allow USDA to match business and security needs with the appropriate technology; and 

· Establishing a security architecture maintenance device.  This device will allow USDA to catalog or evaluate new security products using standardized criteria, and other features in managing and updating the security architecture.

The eDeployment initiative must leverage these cyber security findings to save time and effort in developing an architecture and security framework consistent with the Enterprise Architecture.  Being consistent with the cyber security architecture means following the guiding principals for authentication and access control in addition to employing environment components, security controls and baseline technologies.  The eDeployment team may also use the EAMS repository, subject to approval, to share the results of the Cyber security architecture effort.   

1.16.4 Relationship to the Universal Telecommunications Network (UTN) Initiative

The Department has begun a project to design and implement a robust telecommunications network that provides scalable, reliable, secure, cost effective 24/7 services to enable USDA agencies to meet Departmental missions and goals for serving their customers.  This effort, the Universal Telecommunications Network (UTN), will service all USDA agencies as part of the Department’s IT Enterprise Architecture.

The UTN initiative is dependent on the emerging EA.  As the EA is developed, it will enable the analysis of emerging business and technology requirements to determine the telecommunications requirements.  The technical characteristics of the eDeployment Enablers will provide input to the development of these requirements.  Concurrently, the eDeployment Enablers will incorporate the services offered by UTN in order to be consistent with the EA.  Therefore, it is imperative that the eDeployment team works in tandem with the UTN team to dialogue on the existing knowledge of the telecommunication requirements and contribute the responses to the evaluation of the established network.

The UTN project objectives include:

· Provide the foundation telecommunications network capacity and stability to ensure quality service to citizens and customers for attainment of Departmental and agency mission goals. 

· Ensure business requirements drive telecommunications service requirements.  Prepare today for the service and support requirements of tomorrow.  

· Provide best value telecommunications service to USDA offices and agencies enable rapid introduction of best business practices within the Department.  

· Implement a secure enterprise network infrastructure that protects USDA information, safeguards the physical network, and ensures continuity of operations.

· Provide continuous monitoring and proactive network services, support and casualty response.

· Introduce telecommunications network planning and management tools for USDA leaders to use for decision-making and providing strategic direction to the world-class industry telecommunications service partner.

· Establish a telecommunications Service Level Agreement framework for service performance parameters and billing for services used. 

The Department will engage world-class industry partners to implement and operate the network. Baseline services will be centrally provided for all agencies and offices to maximize the collective buying power of the Department and maximize the value of the telecommunication solutions.  As the business case and investment opportunities dictate, support services will be available to Agencies working under the UTN project to facilitate the migration to enhanced telecommunication services. 

The UTN management process is a model for other managing enterprise IT initiatives.  In addition to federal and departmental regulations, the UTN project manager is complying with the provisions set forth by the Executive Information Technology Investment Review Board (EITIRB) regarding the participation of the Telecommunications Advisory Council (TAC) in the process for proceeding with project phases. To operate the UTN, the plan includes establishing a UTN Utility Board composed of senior technical representatives of major USDA telecommunications stakeholders. The UTN Utility Board will work closely with OCIO in recommending business rules and evaluating the performance of the UTN by comparing actual metrics to established goals.

1.16.5 Relationship to the Information Collection Process

USDA agencies collect a significant amount of information from citizens.  Before this information may be collected, agencies must receive approval from the Office of Management and Budget. USDA has a process in place by which it reviews agency requests to collect information, and is planning to use that process as a means to reduce duplicative or unnecessary collections. 

The Portal Enabler is the prime candidate within the Information Collection Process. With offerings such as Personalization, the Portal enabler will collect a large amount of User information.  The collected user metrics, including the pages most visited by the user and time spent on each page, will enable the system to provide more relevant information to the user.  The Document Management Enabler also presents similar challenges and opportunities when collecting information on time spent on a document and documents most visited.

eDeployment Enablers must follow the information collection and collection approval processes as established.  The eDeployment team must continuously track any policy and process changes to incorporate it into its workflow and update information collection guidelines at the solution level.  Using Enterprise Architecture Management System (EAMS) as a tool to analyze data collected by the Department, the eDeployment team must also understand the purpose and functions of the EAMS, including how the eDeployment’s data layer should interact with the EAMS’s data layer.  Familiarity with the data layers will enable USDA to reduce duplication, and to determine where information is collected effectively.  

1.16.6 Relationship to CPIC Processes

The Clinger-Cohen Act (CCA) of 1996 has three strong focus areas: capital planning and investment control, enterprise architecture, and the resources to accomplish these processes.  The target goals of the CCA include:

· Establish an EA that includes its current and target states,

· Establish a systematic Capital Planning and Investment Control (CPIC) process to manage the IT investments,

· Use the EA and CPIC process to maintain the current architecture and to build the “to be” architecture,

· Use costs, schedule and performance goals to monitor and mitigate risks, and 

· Continuously update and manage the EA and CPIC to improve success.

The CPIC process as implemented at USDA is a structured, integrated approach to managing IT investments.  It ensures that all IT investments align with the USDA mission strategic goals and business needs while minimizing risks and maximizing returns throughout the investment’s lifecycle. The CPIC relies on a systematic Pre-Select, Select, Control, Evaluate and Steady-State investment life-cycle process to ensure each investment’s objectives support the mission, business and architecture needs of the Department.

Oversight of the CPIC process in the management of IT investments is through the Executive Information Technology Investment Review Board (EITIRB), which is chaired by the Deputy Secretary, and its Executive Working Group.  These councils determine the IT direction for USDA, and ensure that agencies manage IT investments with the objective of maximizing return to the Department and achieving business goals. 

This process requires IT investments be aligned with the enterprise architecture.  Throughout the Select, Control, Evaluate and Steady-State Phases, the process provides tools to ensure that the selected IT investments best support the agency’s mission and that comply with USDA’s IT architecture. 

eDeployment is currently in Select phase.  As the initiative moves to the next phase, the team will modify CPIC processes to align with USDA architecture policies and requirements.  Investments will be periodically evaluated to ensure that they adhere to the EA principles and standards, and the EA future direction. Specific evaluation factors include:

· Does this investment conform to the EA goals and objectives (interoperability, resource sharing, potential for reduced costs, sharing processes and information, and timely and comprehensive support for managers); and comply with the current EA principles and standards?

· Is a credible migration plan (for data, applications, and legacy system phase-out) from the existing to the proposed environment presented?

· Are detailed management plans in place describing how this investment will be supported, maintained, and refreshed to ensure its currency and continued effectiveness, including a training and awareness plan for users and technical staff?

· Is an asset management process(es) in place to inventory and manage this new asset (investment) from a property management perspective, to provide configuration management support, and to monitor system performance?

In addition to the annual review of major systems, OCIO manages an IT acquisition approval process that integrates with the tiered CPIC process.  The IT acquisition approval process is the mechanism by which the OCIO monitors and reviews programmatic IT spending. The purposes of this process are to: 

· Improve the management of the underlying IT projects; 

· Provide a mechanism for ongoing project control reviews;

· Ensure compliance with applicable laws and rules; 

· Create an opportunity for information exchange between staff at the department level and at the agency level;

· Ensure alignment with USDA’s enterprise architecture; and 

· Address department-wide redundancies and inefficiencies where possible. 

· Investments that are shared in the following functional areas across the Department have a zero dollar threshold. 

Specifically, the functional areas include: 

· Accounting/Budget Execution;

· Budget Formulation/Salary Projections;

· Human Resources;

· Procurement (Purchase Card and other acquisitions);

· Property (Personal and Real);

· Payroll; and 

· Travel. 

As the components for proposed eDeployment architecture are selected and developed, acquisition approvals will be based on compliance with CPIC processes.  

1.16.7 Relationship to the Service Center Modernization Initiative

The goal of the USDA Service Center Modernization initiative is to provide a Common Computing Environment (CCE) for Farm Service Agency, Rural Development, and Natural Resource Conservation Service personnel in Service Centers. The CCE will be built on a common Information Technology (IT) investment strategy, common telecommunications capability, common office automation tools, common administrative applications, and a common IT support organization. The eDeployment architecture will use the USDA Service Centers as a critical component of its hosting strategy.  The effort will seek to host components of the eDeployment services at Service Center locations to leverage existing assets.
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Agency 3 creates and manages the pages of the Workgroup Portal using the Web Content Management system





To promote performance, Content Distribution component will be used to propagate the static and dynamic pages to distributed servers





Access to Agency and cross Agency applications will be offered to the user through the Portal.  The Content Aggregation/Application Integration component enables the linking of applications.





Search capability across different, heterogeneous data/content repositories will use universal indexes provided by the Content Aggregation/Application Integration component

















Employees create document using desktop publishing tool





Employee logs into the Document Management system. The system calls on eAuthentication to authenticate the user





Document Management System adheres to Web Presence standards.





Document is ingested into the Document Management system





Document reference is added to the enterprise index via the Content Aggregation/Application Integration piece





Citizen performs a search through a Portal to find publication





Employee searches for latest version of document through Document Management system and sends to print





The application would adhere to the User Interface design standards as defined by the Web Presence initiative





Web content management capabilities are used to initially deploy the pages of the application as well as for continual maintenance





The application logic requests Authentication services from the eAuthentication component





Data is extracted and used from the Agency’s Database repository which has standardized data elements as defined by the Data Management Program



























































































































































Necessary processing performed on data and results passed to Presentation Layer
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Retrieved data returned to Business Logic Layer








User request travels to the appropriate component of the business logic layer and the request is interpreted, processed and passed to the data layer.





User accesses USDA/Agency content via a User interface for example a website. The User requests information.
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The Business Logic Layer requests data stored in the data layer.
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