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1 Introduction

[This introduces the document and provides a purpose for the document.]

2 System Identification


2.1 System Name/Title

[Describe the Name and Title of the initiative].

2.2 Responsible Organizations

[Provide the organizations that are responsible for the initiative].

2.3 Information Contact

[Provide any relevant contacts for the initiative].

Name:

Title

Office Address:

Work Phone:

Home Phone:

2.4 Assignment of Security Responsibility

[Provide the information regarding the assignment of security responsibility for the initiative.]

Name:

Title:

Office Address:

Work Phone:

Home Phone:

2.5 System Operational Status

[Describe the current status of the initiative.]

2.6 General Description/Purpose

[Describe the function or purpose of the application and the information processed. Describe the processing flow of the application from system input to system output. List user organizations (internal & external) and type of data and processing provided.]

2.7 System Environment

[Provide a general description of the technical system. Include any environmental or technical factors that raise special security concerns (dial-up lines, open network, etc.) Describe the primary computing platform(s) used and a description of the principal system components, including hardware, software, and communications resources. Include any security software protecting the system and information.]

Questions Answered:

· What does the System environment look like? 

· Is the system connected to the Internet?

· Is it located in a harsh or overseas environment?

· Does the software resides on an open network used by the general public or with overseas access?

· Is the application processed at a facility outside of the organization's control?

· Does the general support mainframe have dial-up lines?

2.8 System Interconnection/Information Sharing

[List interconnected systems and system identifiers (if appropriate). If connected to an external system not covered by a security plan, provide a short discussion of any security concerns that need to be considered for protection. It is required that written authorization (MOUs, MOAs) be obtained prior to connection with other systems and/or sharing sensitive data/information. It should detail the rules of behavior that must be maintained by the interconnecting systems. A description of these rules must be included with the security plan or discussed in this section.]

Questions Answered:

· Which systems interact with the system?  

· What are the interfaces?

Applicable Laws, Standards and Policies

Table 2.9a – Quality Assurance Standard/Policy

	Title
	

	Number
	

	Version
	

	Date
	

	Originating Organization
	

	Originating Office
	

	Website
	


Table 2.9b – Security Laws, Standards, and Policies 

	Security Laws, Standards, and Policies

	Public Law 106-398, Defense Authorization Act, Title X, subtitle G, Government Information Security Reform Act

	Public Law 100-235, Computer Security Act of 1987

	OMB Circular A-130, Appendix III Security of Federal Automated Information Resources

	Presidential Decision Directive (PDD) 63: Critical Infrastructure Protection

	FIPS Publication 31: Guidelines for ADP Physical Security and Risk Assessment 

	FIPS Publication 41: Computer Security Guidelines for Implementing the Privacy Act of 1974

	FIPS Publication 87: Guidelines for ADP Contingency Planning

	FIPS Publication 102: Guidelines for Computer Security Certification and Accreditation

	NIST Special Publication 800-12: An Introduction to Computer Security: The NIST Handbook

	NIST Special Publication 800-14: Generally Accepted Principles and Practices for Securing Information Technology Systems

	NIST Special Publication 800-18: Guide for Developing Security Plans for Information Technology Systems


2.9 Information Sensitivity

[Describe, in general terms, the information handled by the system and the need for protective measures. Relate the information handled to each of the three basic protection requirements (confidentiality, integrity, and availability).]

Table 2.10a – Information Sensitivity

	System 
	Potential Information Type 
	Sensitivity Rating 

	
	
	High


Questions Answered:

· Describes the criticality of the information in regards of confidentiality, integrity and availability?

Security Requirements

[The agency ISSPM will fully define the security requirements (needs) of the customer. How important is the information protection to their mission? How many users will be accessing the system/application (internal, external, trusted partners, clients, public)? What are peak time periods of user activity? When does the customer need security to be operational?  Listing of all of the Security Requirements - this table should match the table of requirements in the functional and technical requirements.  It should be a subset of the requirements that only deal with the security of the system.]

Questions Answered:

· Does the project meet the following security requirements of the Government Information Security Reform Act, OMB Policy, and NIST Guidance?

· Has the project undergone an approved certification and accreditation process? Specify the C&A methodology used and the date of the last review.

Table 3a – Security Requirements

	#
	Requirement #
	Grouping
	Priority
	Requirement Description

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Management Controls

[Discuss the management controls in place.]

2.10 Risk Assessment and Management

[Describe the risk assessment methodology used to identify the threats and vulnerabilities of the system.  Include the date the review was conducted.  If there is no system risk assessment, include a milestone date for the completion of the assessment. List any independent security reviews conducted on the system in the last three years.  The agency ISSPM will have a process for (1) requesting, establishing, issuing, and closing user accounts, (2) tracking users and their respective access authorizations, and (3) managing these functions. Mechanisms besides auditing and analysis of audit trails should be used to detect unauthorized and illegal acts.]

Questions Answered:

· Have any security reviews been conducted?  

· What security controls are in place?

2.11 Rules of Behavior

[A set of rules of behavior in writing must be established for each system. The rules of behavior should be made available to every user prior to receiving access to the system. It is recommended that the rules contain a signature page to acknowledge receipt.  The rules of behavior should clearly delineate responsibilities and expected behavior of all individuals with access to the system. They should state the consequences of inconsistent behavior or non-compliance. They should also include appropriate limits on interconnections to other systems. Attach the rules of behavior for the system as an appendix and reference the appendix number in this section or insert the rules into this section.]

Table 4.2a - Rules of Behavior

	User
	Behavior Rules
	Consequences

	
	
	


Questions Answered:

· What are the rules of behavior?  

· Who created the rules, who manages the rules?

2.12 Planning for Security in the Life Cycle

[Determine which phase(s) of the life cycle the system, or parts of the system are in. Describe how security has been handled in the life cycle phase(s) the system is currently in.  

Initiation Phase - Reference the sensitivity assessment that is described in Section 3.7 of the CPIC guide, Sensitivity of Information Handled. 

Development Phase - During the system design, were security requirements identified? Were the appropriate security controls with associated evaluation and test procedures developed before the procurement action? Did the solicitation documents (e.g., Request for Proposals) include security requirements and evaluation/test procedures? Did the requirements permit updating security requirements as new threats/vulnerabilities are identified and as new technologies are implemented? If this is a purchased commercial application or the application contains commercial, off-the-shelf components, were security requirements identified and included in the acquisition specifications?]

Questions Answered:

· Which phase of the life cycle is the system in?

2.13 Authorize Processing

[Provide the date of authorization, name, and title of management official authorizing processing in the system.]

Questions Answered:

· Who authorizes processing in the system?

Operational Controls

[Discuss the Operational Controls in place.]

2.14 Personnel Security

[Have all positions been reviewed for sensitivity level?  Have individuals received background screenings appropriate for the position to which they are assigned. Is user access restricted to the minimum necessary to perform the job? Is there a process for requesting, establishing, issuing, and losing user accounts? Are critical functions divided among different individuals (separation of duties)? What mechanisms are in place for holding users responsible for their actions? What are the friendly and unfriendly termination procedures?]

Questions Answered:

· Have all positions been reviewed for sensitivity level?  

· What are the different positions that interact with the system?  

· What levels of security do they have?

2.15 Physical Security 

[Discuss the physical protection in the area where application processing takes place (e.g., locks on terminals, physical barriers around the building and processing area, etc.)]

	Threat
	Outcome on success
	Countermeasures

	
	
	


Questions Answered:

· What physical protection is in place?  

· What barriers are in place?  

· What locking mechanisms?

Production, Input/Output Controls

[Describe the controls used for the marking, handling, processing, storage, and disposal of input and output information and media, as well as labeling and distribution procedures for the information and media. The controls used to monitor the installation of, and updates to, application software should be listed. In this section, provide a synopsis of the procedures in place that support the operations of the application. Below is a sampling of topics that should be reported in this section. 

Procedures for ensuring that only authorized users pick up, receive, or deliver input and output information and media.  Audit trails for receipt of sensitive inputs/outputs. Procedures for restricting access to output products. Procedures and controls used for transporting or mailing media or printed output. Internal/external labeling for sensitivity (e.g., Privacy Act, Proprietary). External labeling with special handling instructions (e.g., log/inventory identifiers, controlled access, special storage instructions, release or destruction dates).]

Questions Answered:

· What are the controls used for the marking, handling, processing, storage, and disposal of input and output information and media, as well as labeling and distribution procedures for the information and media?

2.16 Contingency Plans and Disaster Recovery

[Briefly describe the procedures (contingency plan) that would be followed to ensure the application continues to be processed if the supporting IT systems were unavailable. If a formal contingency plan has been completed, reference the plan. A copy of the contingency plan can be attached as an appendix.

· Include descriptions for the following: 

· Any agreements of backup processing

· Documented backup procedures including frequency (daily, weekly, monthly) and scope (full, incremental, and differential backup)

· Location of stored backups and generations of backups

· Are tested contingency/disaster recovery plans in place? How often are they tested?

· Are all employees trained in their roles and responsibilities relative to the emergency, disaster, and contingency plans?

· Coverage of backup procedures, e.g., what is being backed up?]

Hardware and Software Maintenance Controls

[Was the application software developed in-house or under contract?

· Does the government own the software? Was it received from another agency?

· Is the application software a copyrighted commercial off-the-shelf product or shareware? Has it been properly licensed and enough copies purchased for all systems?

· Is there a formal change control process in place and if so, does it require that all changes to the application software be tested and approved before being put into production?

· Is test data live or made-up data?

· Are all changes to the application software documented?

· Are test results documented?

· How are emergency fixes handled?

· Are there organizational policies against illegal use of copyrighted software, shareware?

· Are periodic audits conducted of users and computers to ensure only legal licensed copies of software are installed?

· What products and procedures are used to protect against illegal use of software?

· Are software warranties managed to minimize the cost of upgrades and cost reimbursement or replacement for deficiencies?]

Questions Answered:

· Was the application software developed in-house or under contract?

Data Integrity/Validation Controls

[Discusses the following:

· Is virus detection and elimination software installed? If so, are there procedures for updating virus signature files, automatic and/or manual virus scans, and virus eradication and reporting?

· Is reconciliation routines used by the system, i.e., checksums, hash totals, record counts? Include a description of the actions taken to resolve any discrepancies.

· Is password crackers/checkers used?

· Is integrity verification programs used by applications to look for evidence of data tampering, errors, and omissions?

· Are intrusion detection tools installed on the system?

· Is system performance monitoring used to analyze system performance logs in real time to look for availability problems, including active attacks, and system and network slowdowns and crashes?

· Is penetration testing performed on the system? If so, what procedures are in place to ensure they are conducted appropriately?

· Is message authentication used in the application to ensure that the sender of a message is known and that the message has not been altered during transmission?]

Questions Answered:

· What precautions were taken to prevent data manipulation, corruption or deletion? 

· Who developed it?  

· What is the contract? 

· Is virus detection and elimination software installed?  

· If so, are there procedures for updating virus signature files, automatic and/or manual virus scans, and virus eradication and reporting?

2.17 Documentation

[Documentation for a system includes descriptions of the hardware and software, policies, standards, procedures, and approvals related to automated information system security in the application and the support systems(s).]

Questions Answered:

· Please provide documentation around system/application security.

Security Awareness and Training

[Describe the awareness program for the application (posters, booklets, and trinkets).  Describe the type and frequency of application-specific and general support system training provided to employees and contractor personnel (seminars, workshops, formal classroom, focus groups, role-based training, and on-the job training). Describe the procedures for assuring that employees and contractor personnel have been provided adequate training.]

Questions Answered:

· Which security awareness and training is provided to the users and operations team?

Technical Controls

[Discuss the technical controls of the system.]

2.18 Identification & Authentication

[Provides information for each of the following:

· Describe the major application’s authentication control mechanisms.

· Describe the method of user authentication (password, token, and biometrics)

· Provide the following if an additional password system is used in the application: 

· password length (minimum, maximum) allowable character set,

· Password aging time frames and enforcement approach,

· number of generations of expired passwords disallowed for use

· procedures for password changes (after expiration and forgotten/lost)

· procedures for handling password compromise

· Indicate the frequency of password changes, describe how changes are enforced, and identify who changes the passwords (the user, the system, or the system administrator).

· Describe how the access control mechanism support individual accountability and audit trails (e.g., passwords are associated with a user ID that is assigned to a single person).

· Describe the self-protection techniques for the user authentication mechanism (passwords are encrypted, automatically generated, are checked against a dictionary of disallowed passwords, passwords are encrypted while in transmission).

· State the number of invalid access attempts that may occur for a given user id or access location (terminal or port) and describe the actions taken when that limit is exceeded.

· Describe the procedures for verifying that all system-provided administrative default passwords have been changed.

· Describe the procedures for limiting access scripts with embedded passwords (e.g., scripts with embedded passwords are prohibited, scripts with embedded passwords are only allowed for batch applications).

· Describe any policies that provide for bypassing user authentication requirements, single-sign-on technologies (e.g., host-to-host, authentication servers, user-to-host identifiers, and group user identifiers) and any compensating controls.

· Describe any use of digital or electronic signatures and the standards used.  Discuss the key management procedures for key generation, distribution, storage, and disposal.]

Questions Answered:

· What is the authentication mechanism?  

· How do users authenticate into the system?

2.19 Logical Access Controls

[Provide information for each of the following:

· Discuss the controls in place to authorize or restrict the activities of users and system personnel within the application. Describe hardware or software features that are designed to permit only authorized access to or within the application, to restrict users to authorized transactions and functions, and/or to detect unauthorized activities (i.e., access control lists [ACLs]).

· How are access rights granted? Are privileges granted based on job function?

· Describe the application’s capability to establish an ACL or register.

· Describe how application users are restricted from accessing the operating system, other applications, or other system resources not needed in the performance of their duties.

· Describe controls to detect unauthorized transaction attempts by authorized and/or unauthorized users. Describe any restrictions to prevent users from accessing the system or applications outside of normal work hours or on weekends.

· Indicate after what period of user inactivity the system automatically blanks associated display screens and/or after what period of user inactivity the system automatically disconnects inactive users or requires the user to enter a unique password before reconnecting to the system or application. 

· Indicate if encryption is used to prevent access to sensitive files as part of the system or application access control procedures.

· Describe the rationale for electing to use or not use warning banners and provide an example of the banners used. Where appropriate, state whether the Dept. of Justice, Computer Crime and Intellectual Properties Section, approved the warning banner.]

Questions Answered:

· What is the authorization model used?

Public Access Controls

[If the public accesses the major application, discuss the additional security controls used to protect the integrity of the application and the confidence of the public in the application. Such controls include segregating information made directly accessible to the public from official agency records. Others might include:

· Some form of identification and authentication

· Access control to limit what the user can read, write, modify, or delete

· Controls to prevent public users from modifying information on the system

· Digital signatures

· CD-ROM for on-line storage of information for distribution

· Put copies of information for public access on a separate system

· Prohibit public to access live databases

· Verify that programs and information distributed to the public are virus-free

· Audit trails and user confidentiality

· System and data availability

· Legal considerations.]

Questions Answered:

· What access controls are in place for the different access channels around the major application (e.g. Firewall)?

Audit Review and Audit Trails

[Provides information for each of the following:

· Does the audit trail support accountability by providing a trace of user actions?

· Are audit trails designed and implemented to record appropriate information that can assist in intrusion detection?

· Does the audit trail include sufficient information to establish what events occurred and who (or what) caused them? (type of event, when the event occurred, user id associated with the event, program or command used to initiate the event.)

· Is access to online audit logs strictly enforced?

· Is the confidentiality of audit trail information protected if, for examples, it records personal information about users?

· Describe how frequently audit trails are reviewed and whether there are guidelines.

· Does the appropriate system-level or application-level administrator review the audit trails following a known system or application software problem, a known violation of existing requirements by a user, or some unexplained system or user problem.]

Questions Answered:

· What are the audit and logging features? 

· Does the audit trail support accountability by providing a trace of user actions?

Security Technical Architecture

[The architecture design must be based on a structured risk assessment to ensure implementation costs are commensurate with identified risks and vulnerabilities. In part, it consists of policy formulation to clearly establish operational security guidelines and define exactly what connections are allowed to pass on the network. The architecture is also composed of coordination of agency firewall implementations to facilitate interoperable encryption of data-flows, secure dial-in communication services from

Use or disclosure of data contained on this sheet is subject to the restriction on the title page of this proposal. (DEL 01-0985) N - 5 USDA CPIC Guide to Information Technology remote locations, and properly manage Internet and Intranet Services.]

Table 7

 SEQ Table \* alphabetic \s 1 a: Security Architecture Components

	Number
	Component
	Sub-component

	
	
	


Technical Overview

[The ISSPM will ensure that a technical overview of the entire security infrastructure for the system/application is included with the investment package. This depiction should detail the security hardware and software environment at all levels and their location. This can be included with the overall graphical depiction of the system/application. Explain in narrative how the security infrastructure will be deployed, the use of commercial-off-the-shelf (COTS) software, and planned technology refreshments. Discuss the security migration plan for the infrastructure from the existing to the proposed technology and major transition details that affect the provisioning.  Include an architecture diagram.]

Appendices

2.20 Acronyms

Table 9.1 – List of Acronyms

	Acronym
	Definition

	AES 
	Advanced Encryption Standard 

	CSA 
	Computer Security Act 

	DAA 
	Designated Approving Authority 

	DAC 
	Discretionary Access Control 

	DES 
	Data Encryption Standard 

	FedCIRC 
	Federal Computer Incident Response Center 

	FTP 
	File Transfer Protocol 

	IPSEC 
	Internet Security Protocol 

	ISSO 
	Information system security officer 

	IT 
	Information Technology 

	ITL 
	Information Technology Laboratory 

	MAC 
	Mandatory Access Control 

	NIPC 
	National Infrastructure Protection Center 

	NIST 
	National Institute of Standards and Technology 

	OIG 
	Office of Inspector General 

	OMB 
	Office of Management and Budget 

	PC 
	Personal Computer 

	SDLC 
	System Development Life Cycle 

	SP 
	Special Publication 

	ST&E 
	Security Test and Evaluation 


Glossary of Terms

Table 9.2 – Glossary of Terms

	Term
	Definition

	Accountability 
	The security goal that generates the requirement for actions of an entity to be traced uniquely to that entity.  This supports nonrepudiation, deterrence, fault isolation, intrusion detection and prevention, and after-action recovery and legal action.  

 

	Assurance 
	Grounds for confidence that the other four security goals (integrity, availability, confidentiality, and accountability) have been adequately met by a specific implementation.  Adequately met includes (1) functionality that performs correctly, (2) sufficient protection against unintentional errors (by users or software), and (3) sufficient resistance to intentional penetration or bypass.  

 

	Availability 
	The security goal that generates the requirement for protection against.  

• Intentional or accidental attempts to (1) perform unauthorized deletion of data or (2) otherwise cause a denial of service or data  

• Unauthorized use of system resources.  

 

	Confidentiality 
	The security goal that generates the requirement for protection from intentional or accidental attempts to perform unauthorized data reads.  Confidentiality covers data in storage, during processing, and in transit.  

 

	Denial of Service 
	The prevention of authorized access to resources or the delaying of time-critical operations.  

 

	Due Care 
	Managers and their organizations have a duty to provide for information security to ensure that the type of control, the cost of control, and the deployment of control are appropriate for the system being managed.  

 

	Integrity 
	The security goal that generates the requirement for protection against either intentional or accidental attempts to violate data integrity (the property that data has when it has not been altered in an unauthorized manner) or system integrity (the quality that a system has when it performs its intended function in an unimpaired manner, free from unauthorized manipulation).    

	IT-Related Risk 
	The net mission impact considering (1) the probability that a particular threat-source will exercise (accidentally trigger or intentionally exploit) a particular information system vulnerability and (2) the resulting impact if this should occur.  IT-related risks arise from legal liability or mission loss due to.  

1. Unauthorized (malicious or accidental) disclosure, modification, or destruction of information  

2. Unintentional errors and omissions  

3. IT disruptions due to natural or man-made disasters  

4. Failure to exercise due care and diligence in the implementation and operation of the IT system.  

 

	Risk 
	Within this document, synonymous with IT-Related Risk.  

 

	Risk Assessment 
	The process of identifying the risks to system security and determining the probability of occurrence, the resulting impact, and additional safeguards that would mitigate this impact.  Part of Risk Management and synonymous with Risk Analysis.  

 

	Risk Management 
	The total process of identifying, controlling, and mitigating information system related risks.  It includes risk assessment; cost-benefit analysis; and the selection, implementation, test, and security evaluation of safeguards.  This overall system security review considers both effectiveness and efficiency, including impact on the mission and constraints due to policy, regulations, and laws.  

 

	Security 
	Information system security is a system characteristic and a set of mechanisms that span the system both logically and physically.  

 

	Security Goals 
	The five security goals are integrity, availability, confidentiality, accountability, and assurance.  

 

	Threat 
	The potential for a threat-source to exercise (accidentally trigger or intentionally exploit) a specific vulnerability.  

 

	Threat-source 
	Either (1) intent and method targeted at the intentional exploitation of a vulnerability or (2) a situation and method that may accidentally trigger a vulnerability.  

 

	Threat Analysis 
	The examination of threat-sources against system vulnerabilities to determine the threats for a particular system in a particular operational environment.  

 

	Vulnerability 
	A flaw or weakness in system security procedures, design, implementation, or internal controls that could be exercised (accidentally triggered or intentionally exploited) and result in a security breach or a violation of the systems security policy.    
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